Internet Server performance Workshop Madison Wisconsin June 23 1998

URL for ACM Sigmetrics '98/Performance '98: http://www.cs.gmu.edu/conf/sigmetrics98/
URL for Internet Server Performance Workshop:

http://www.cs.wisc.edu/~cao/WISP98.html
URL for Fox's keynote talk: http://www.npac.syr.edu/users/gcf/wisconsinjune98/
Trip Report by Geoffrey Fox:

This was a new and successful workshop focussed on the performance of Internet Servers. It was organized by Pei Cao (Wisconsin) and Sekhar Sarukkai (Hewlett Packard Labs) and set up as a one-day tutorial track of the ACM SIGMETRICS Conference chaired by Mary Vernon of Wisconsin. The workshop attracted some 80 attendees with a very interesting mix of academic and industrial participants with the latter split between computer, communication and application companies. 15 talks and a panel led to a busy day! We expect workshop to be repeated as clearly attendees enjoyed it.

The keynote talk by Geoffrey Fox discussed two major points:

1) We are moving to a world with middleware built around multiple servers grouped together to solve particular problems. These will host services of which direct fetching of Web Pages is only one example.

2) One cannot provide high performance everywhere and should only provide this in most critical areas

These points were illustrated by POW (Pragmatic Object Web) linked to Globus for high performance and we discussed our multi-protocol server JWORB with its measured performance which like CORBA and RMI is quite modest compared to classic HPCC

The talks covered a variety of topics:

1) Importance of database generated web pages and impact of these on performance 

2) Relevance of database backends in caching strategies

3) Note that most web pages are small (< 3 kilobytes) whereas multimedia files are much larger. These have different bandwidth/latency requirements. Goal is to reduce latency to less than 100 ms.

4) Quality of Service techniques

5) Relevance of multicast

6) Performance cost of security

7) Need for new database and operating system architectures to support Internet servers.

8) Use of anomalies in server hits to detect network errors

9) Use of multiple servers, distributed hierarchical caching and replication for enhanced performance. There was some controversy as to correct (heuristic) caching algorithms.

10) Interesting performance infrastructure httperf from HP Labs (ftp://ftp.hpl.hp.com/pub/httperf/ )

11) Surprising differences between intra-continent and inter-continent architectures with latter's poor bandwidth requiring sophisticated proxy servers. In USA, proxy servers are not very useful as they only get at best a 50% cache hit. (In education hit ratio is higher if students accessing same curricula). 

12)  The online papers (available from conference web site) have many useful URL's. One is SQUID Proxy Server http://squid.nlanr.net/
