























July 12,1994





Mr. Gilbert C. Tabor, Center Director


Eastern Regional Service Center


Immigration and Naturalization


75 Lower Welden Street


St. Albans, VT 05479-0001








Dear Mr. Tabor,








Dr. Makivic is a research scientist with a permanent position in the NPAC organization at Syracuse University. I am the director of NPAC and recommended appointment of Makivic to his present position based on his experience and talent in computational science and, in particular, parallel computing. This field has come into prominence over the last four years with the establishment and success of the major federal HPCC(High Performance Computing and Communication) and NII(National Information Infrastructure) initiatives. Computational science is the underlying academic discipline underneath HPCC and has a fundamental interdisciplinary characteristic involving computer science, applied mathematics, physics  and many other areas making major uses of computers. The interdisciplinary nature of the emerging field of computational science implies that the leading experts come from a variety of fields. Both Makivic and myself have an original physics background but work in computer science where we are both associated with the School of Computer and Information Science at Syracuse University and supervise graduate students. My group is recognized as a national leader in both HPCC and computational science. This reputation was built up over the last thirteen years by our work at both Caltech and Syracuse which has pioneered the software and methodology(algorithms) for HPCC. Makivic has worked in my groups at both Caltech and Syracuse. NPAC’s focus is on the integration of HPCC and the NII into real world activities and in this regard we are funded by both the federal government and New York State -- the latter as an economic development project. Makivic is leading one of our most important projects of this type aimed at harnessing HPCC, the best weather models and real time data from many sources to optimally predict weather. This research project is entitled: “Four-Dimensional Data Assimilation and High-Performance Computing: The Impact on Future and Current Problems”, which is an inter-disciplinary effort involving NASA’s laboratories at Goddard and JPL with NPAC responsible for all the advanced computing. The budget for this project is $140,000 per year. We will now review Makivic’s qualifications for the priority worker status:


Miloje Makivic has eleven years of experience in the area of computational science and seven years of experience in parallel computing. He is experienced on a variety of parallel platforms(Intel Gamma, Delta and Paragon, Connection Machine CM-2 and CM-5, MasPar, IBM SP-1, nCUBE and workstation clusters) and  is fluent in a number of advanced computer languages (C, C++, C*, Fortran 90, CMFortran, MasPar Fortran, MasPar MPL, SP-1 MPL). He also worked on a variety of operating system environments(UNIX,AIX,ULTRIX,VMS,UNICOS). 


He obtained his Bachelor’s degree in 1983 from Department of Engineering Physics, Faculty of Electrical Engineering, University of Belgrade, Yugoslavia, with the highest GPA (9.9/10.0) since the inception of the Department in 1950. He worked from 83-85 as a research scientist at The Institute for Nuclear Sciences “Boris Kidric”, Vinca, Yugoslavia, which is one of the top research institutions in Yugoslavia. He developed algorithms for simulations of plasma heating via electron cyclotron resonance in tokamak reactors. He also developed electrical circuits for solving Schrodinger and Dirac equations which are essentially dedicated analog computers. He came to the USA for graduate studies in 1985 and obtained his PhD. in 1990 from California Institute of Technology where he worked closely with my concurrent computation group.  He was a post-doctoral researcher at The Ohio State University from 1990-1993, where he developed computational methods for quantum simulations.


Dr. Makivic is a world class expert in development of parallel algorithms for computational science, especially in the area of Monte Carlo simulations for strongly interacting quantum systems. He has pioneered parallel worldline Monte Carlo algorithms for quantum spins and Bose particles and applied these methods to a variety of systems, from superfluids and superconductors to magnetic chains. He has also worked on parallel algorithms for self-consistent perturbation theory, systems of integral equations and partial differential equations.  He has strong cross-disciplinary interests and in-depth knowledge of a number of different fields, from electrical engineering to condensed matter physics to fluid mechanics and even economics and financial theory. 


Dr. Makivic has had 10 papers published in leading international journals, (four of which are in Physical Review Letters) and 6 papers in proceedings of international conferences. The quality and relevance of his research brought him international recognition, which is indicated by a number of citations by researchers of international stature, such as Pines, Fisher, Halperin, Suzuki, Slichter and others.  He has given a number of invited talks at international meetings and conferences, including the invited lecture at the Sixth Nishinomiya Yukawa Memorial Symposium which was held in honor of Nobel laureate Hideki Yukawa.


His work has been described in detail in at least two major reviews and was also featured in an article by John Maddox in “Nature” magazine. He also won a prestigious NSF fellowship for 1991/1992, which is awarded to only 5 young researchers per year. He was also asked to review NSF grant proposals. He has excellent letters of reference from Cross, Cox, Stroud, Wilkins and Homma, who are all internationally recognized physicists. These are the quality of letters one gets for top faculty candidates. NPAC is fortunate that Makivic preferred our emphasis on advanced computing for the real world rather than a traditional academic position.


His early work on magnetic properties of copper-oxygen planes in the insulating phase of high-temperature superconductors essentially established a new standard for quantum simulations. By developing a new ergodic quantum Monte Carlo algorithm on a hypercube parallel computer, he was able to simulate systems which are hundred times larger than what was achieved before on vector supercomputers. His study of the Heisenberg antiferromagnet is still the largest quantum system ever simulated. The algorithm exploited the communication architecture of a hypercube computer to produce a code with minimal communication overhead and speed-up of almost 90% of the theoretical maximum. Monte Carlo algorithms are among the most important scientific applications on parallel machines and provide important benchmark test for parallel hardware and software.  This particular code relies heavily on low-level bit-manipulation techniques and may well serve as a benchmark for integer arithmetic on these machines.


This algorithmic breakthrough led to a number of important new physical results, such as low-temperature behavior of spin correlations in high-TC cuprates, susceptibilities and static structure factors for neutron scattering. It was essential to achieve large system sizes in the simulation to be able to compute system properties at low temperatures in order to directly compare computer simulations with experiments. This produced currently the most accurate estimate of the exchange coupling in cuprates, a quantity that is central to a number of competing theories of high temperature superconductivity, which postulate a magnetic coupling mechanism.


His simulations have also answered one of the long-standing questions of statistical physics, the nature of finite temperature phase transition in quantum planar magnets. As a result of a large scale simulation on parallel computers, he showed that quantum planar magnets undergo the famous Kosterlitz-Thouless transition.


Later, he combined a novel path integral Monte Carlo algorithm with a Bayesian scheme for statistical inference, known as Maximum Entropy Method, to compute elementary excitations in low-dimensional magnets from first principles. These simulations, which are currently the only non-perturbative results for magnon lifetimes, uncovered a subtle violation of dynamic scaling in two-dimensional antiferromagnets.  His predictions for dispersion of spin waves in undoped cuprates, which are parent materials of high-temperature superconductors, were subsequently verified by inelastic neutron scattering experiments by Aeppli’s group at MIT.


He has recently generalized the worldline algorithm by including disorder to study phase transitions driven by quantum fluctuations.  Major experimental motivation for the study was the desire to understand how disorder affects thin superconducting films and how the pinning of vortices in these films by defects can be used to improve the critical currents in superconductors. From a theoretical viewpoint, quantum phase transitions are poorly understood, and his simulation has shaken one of the prevailing dogmas in this field that boson models and planar spin models are in the same universality class.This work has generated a flurry of activity and practically chartered a new direction of research in this field. It has been cited in a number of recent papers, most of them not yet published.


Among his other accomplishments are vector and parallel algorithms for self-consistent perturbation theory, which he used to study low-dimensional spin models and quadrupolar Kondo systems. He has developed recently a novel quantum Monte Carlo algorithm for fermions and frustrated spin systems, which, unlike all existing algorithms, does not suffer from the so-called “negative sign problem”. 


Dr. Makivic is now a project leader for the Data Assimilation project with NASA discussed above. This important work will have significance for everybody as it will directly lead to improved weather forecasting. Data assimilation provides the most computer-intensive undertaking in NASA Earth Science research. It is essential that assimilation algorithms and models be able to exploit the future computing environment.  The development of these systems in a parallel computing environment now assures the computational vitality of future assimilation systems.  One of the principal goals of this project is to apply leading research in parallel software and algorithms to existing techniques for data assimilation, including global circulation models, tracer advection and optimal interpolation modules. The product of this work will be a new generation of integrated, operational models running on heterogeneous parallel systems at orders of magnitude greater performance than the current operational system. Another component of the project is the exploration of new circulation models, such as semi-Lagrangian treatment of advection on icosahedral grids, and data assimilation methodologies, such as the three-dimensional Kalman filter scheme, which will challenge the limits of teraflop machines for the foreseeable future. The project is interdisciplinary in nature and requires expertise in parallel computation, fluid mechanics, statistical analysis and numerical methods (partial differential equations, optimization, dense matrix algorithms).  It requires that existing sequential algorithms be analyzed for their potential for parallelism and then ported to parallel computers and new algorithms to be developed and implemented on a variety of parallel architectures and environments.  Makivic’s group has already completed development and implementation of Van Leer/Prather parallel transport code and prototype optimal interpolation codes.


I believe that the summary of Dr. Makivic’s qualifications and the attached documents make clear the case for Priority Worker Status. Don’t hesitate to contact me if I can help in any way.





Yours Sincerely








Geoffrey C. Fox


Director of NPAC


Professor of Computer Science and Physics
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