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Title:
Inverse Toeplitz Eigenproblem on Personaal Computer Networks

Authors:
J.M. Badia and A.M. Vidal

Abstract:
C460
In this paper we present a parallel algorithm for solving the inverse Toeplitz Eigenvalue Problem.  The algorithm has been implemented on a cluster of personal computers, interconnected by a high performance Myrinet network.  We have utilized standard public domain parallel environments for implementing the calculation part as well as the communications, thus producing portable software.  The results obtained allow us to confirm the scalability and efficiency of the algorithm.  Besides, we have checked that by using the theoretical cost model provided by the ScaLAPACK we can predict the behaviour of the experimental results.

Title:
Emmerald: A Fast Matrix-Matrix Multiply Using Intel SIMD Technology

Authors:
Douglas Aberdeen and Jonathan Baxter

Abstract:
C461

Generalised matrix-matrix multiplication forms the kernel of many mathematical algorithms.  A faster matrix-matrix multiply immediately benefits these algorithms.  In this paper we implement efficient matrix multiplication for large matrices using the floating point Intel Pentium SIMD architecture.  A description of the issues and our solution is presented, paying attention to all levels of the memory hierarchy.  Our results demonstrate an average performance of 1.8 times faster than the leading public domain matrix-matrix multiply routines and comparable performance with Intel’s SIMD small matrix-matrix multiply routines.

Title:
Experiences from Integrating Algorithmic and Systemic Load Balancing Strategies 

Authors:
Ioana Banicescu, Samuel H. Russ, Sheikh Ghafoor, Vijay Velusamy and Mark Bilderback

Abstract:
C462
Load balancing increases the efficient use of existing resources for parallel and istributed applications. At a coarse level of granularity, advances in runtime systems for parallel programs have been proposed in order to control available resources as efficiently as possible by utilizing idle resources and using task migration. Simultaneously, at a finer granularity level, advances in algorithmic strategies for dynamically balancing computational loads by data redistribution have been proposed in order to respond to variations in processor performance during the execution of a given parallel application. Combining strategies from each level of granularity can result in a system which delivers advantages of both. The resulting integration is systemic in nature and transfers the responsibility of efficient resource utilization from the application programmer to the runtime system. This paper presents the design and implementation of a system that combines an algorithmic fine-grained data parallel load balancing strategy with a systemic coarse-grained task-parallel load balancing strategy, and reports on recent experimental results of running a computationally intensive scientific application under this integrated system. The experimental results indicate that a distributed runtime environment which combines both task and data migration can provide performance advantages with little overhead. It also presents proposals for performance enhancements of the implementation, as well as future exploration for effective resource management. 

Title:
The Software Architecture of a Distributed Problem-Solving Environment

Authors:
D.W. Walker, M. Li, O.F. Rana, M.S. Shields, and Y. Huang

Abstract:
C465

This paper describes the functionality and software architecture of a generic problem-solving environment (PSE) for collaborative computational science and engineering.  A PSE is designed to provide transparent access to heterogeneous distributed computing resources, and its intended to enhance research productivity by making it easier to construct, run, and analyze the results of computer simulations.  Although implementation details are not discussed in depth, the role of software technologies such as CORBA, Java, and XML is outlines.  An XML-based component model is presented.  The main features of a Visual Component Composition Environment for software development, and an Intelligent Resource Management System for scheduling components, are described.  Some prototype implementations of PSE sub-systems are also presented.

Title:
Redistribution strategies for portable parallel FFT: A case study

Authors:
Anshu Dubey and Daniele Tessera

Abstract:
C466

The best approach to parallelize multidimensional FFT algorithms has long been under debate.  Distributed transposes are widely used, but they also vary in communication policies and hence performance.  In this work we analyze the impact of different redistribution strategies on the performance of parallel FFT, on various machine architectures.  We found that some redistribution strategies were consistently superior, while some others were unexpectedly inferior.  An in-depth investigation into the reasons for this behavior is included in this work.

