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Referee Recommendation:

2. accepted provided changes are made as suggested

Referee Comments for Authors:

The paper describes several methods about which message is going to be

consumed next by analysing the history of messages in the past and by

detecting certain patterns which are assumed to occur in the future again.

This particular aspect is certainly very interesting also I am unsure

whether it really needs such a lenghty report on it. It would be much

more interesting if you could also combine it with the other two aspects

you mention in your paper:


- deciding where an dhow this message is to be moved in the cache


- efficient cache-remapping and late binding mechanism

Your paper basically detects some communication pattern. It would

be much more interesting if your analysis would also cause some specific

improvement.

Also the paper is full of details in contains many places that are very

difficult to understand. I comment on it later. 

Related work is good but misses some very important work at the compiler

level which is directly related to the fundamental problem you are 

addressing namely reducing the effect of performance loss due to communication.

Your paper states that performance is lost due to extra copies if the

receive has not yet invoked at the time when the send puts a message

at the receiver site. Well there is tons of compiler work that tries

to avoid this by moving non-blocking receives and sends far up in

the code as possible and move blocking wait as far down in the code

as possible. By doing so the chances are increased that the corresponding

receive has been invoked before the send arrives at the receiver. Moreover,

through latency overlapping communication costs can be in the best case

eliminated all together. These optimizations can be done at the program level by 

the compiler but are very hard to realize by systems close to the hardware

or the message passing library. I really believe that this work should

be mentioned in your paper.

Please include at least the work done by

M. Gupta, et al. A unified framework for optimizing communication in


data parallel programs. Ieee TPDS, 7(7), July 96

T. Fahringer et al. Buffer-Safe and Cost-Driven Communication Optimizing


Journal of Parallel and Distributed Computing,


Academic Press, 57(1), April 99

Now some more comments and questions about your paper:

YOu mention several times that it is unclear at the send site to which

final receive buffer address a message has to be sent. In my opinion the receiver

address is clear and unique in almost all cases. Only the memory reference

to where the data is placed may be unclear if the recv has not yet been invoked.

Please make it clear whether this is exactly what you mean. Sometimes I had

the feeling that claim that not even the receiver process is known by the sender

which I doubt for realistic message passing programs. Everything is possible but

your paper is not clear about what you are actually targeting with your work.

On page 10 you state that communication traces does not affect the communication patterns.

This is correct but it still may have an impact on the performance because it may

further delay a send thus avoid extra message copies at the receive site.

Same page, last 2 sentences are unclear. Why is this clear about BT, SP and CG applications.

Also the last sentence is not clear. YOu just state without explaining why? If someone

doesn't know the codes it is not clear.

fig. 5 on page 14: I don't understand why there is no curve for window size 0 til 1 or 2

for SP code. Also why is LRU and Fifo zero for the range between 0 and 40 of window size

for BT code. The drawings of this figure are realy not well explained. You basically

just describe what one sees but the behavior is not explained.

typo on page 15. replace "in he Tag" by "in the Tag".

Section 6.2. I did not understand whether for the tagging predictor you only look

at specific communication receive call and compare the patter for only this pattern.

This means that you are evaluating hits/misses for the same recv call but for difference

execution instances. YOu don't evaluate across differenct receive calls, right ?

How accurate are the functions on top of page 21 ? Please add an experiment that

demonstrates accuracy.
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D: Referee Comments (For Editor Only) 
E: Referee Comments (For Author and Editor) 

This paper addresses the very topical subject of inter-processor communication overhead and the latency incurred when it is not possible to utilise a zero-copy protocol.  The paper discusses the merits of a zero-copy protocol, explains why this desired behaviour is not always possible to achieve and introduces the concept of ‘message reception locality’.  Message predictors based on this communication locality are then demonstrated showing how inter-processor communication overhead can be reduced. 

The predictor algorithms and derived results look intriguing. However, I feel the paper would be much improved if the authors showed results of experiments on the benchmarks that compared the benchmark performance with and with out the use of the predictor infrastructure. Such results would show the potential advantage of using predictor code, whereas currently it is not clear exactly what fundamental performance gains would be made.

The paper generally suffered from being a bit verbose.  A number of paragraphs were not written as clearly as they could have been, contributing to some difficulty in understanding the argument or threads contained within.  Shorter/succinct sentences and the reduction of word ‘padding’ (through the use of bullet lists, for example) would help to resolve issues of clarity.

In places there was excessive repetition of some key ideas, which began to detract from the paper.  This over-repetition was not required to provide the reader with a clear navigation path of the paper’s aims and objectives.  These had already been established, causing the additional references to become redundant (and rather annoying!)

Throughout the paper, other authors’ work was referred to by author name (within the body of the text), followed by a reference.  This approach was excessive and did not add value to the paper.  Reducing the verbosity here and using the references only would increase the ‘readability’ of the paper greatly.    In particular, the author’s used a third-person approach to refer to work they had previously written themselves!  This became annoying and the paper might be better served if the word ‘we’ (for example) was used instead.

Introduction: Paragraph 2 refers to high performance networks available today, but the references uses are dated 1995, 1997, 1998.  Are there not newer references that can be used??

Throughout the paper there are minor grammar problems. For example singular used when multiple required (i.e. cluster instead of  clusters).  Connecting words were also missing from the structure of some sentences.

In summary, the content of the paper is very interesting. If presented in a clearer way (reword unclear paragraphs, shorten some sentences, and remove grammatical errors) then the full impact of the paper will be appreciated to greater effect.

F: Presentation Changes

Overall:

Chance “don’t”, “won’t”, “haven’t” etc… to “do not”, “will not”, “have not”, etc… throughout.

Change “computation power” to “computational power” throughout.

Change “rendez-vous” to “rendezvous” through.
Particular: 

Abstract: Grammar, spelling errors:

 “…performance of cluster of workstations…” clusters?

“… belongs to a number of message copying.” : Append ‘operations’??

Introduction, paragraph 2, “earliest possible,” ( what, it does not make sense. 

Section 1: End of paragraph 2 : “.. involving a number of message copying” : append the word ‘operations’ ?? (This occurs in other places)

Paragraph 4: Remove the ‘a’ from “They may achieve a zero-copy messaging at the receiver sides ….”  ??

“… access (RMA) operation”  : requires a comma after ‘operation’

Paragraph 6: “..be issued at the earliest possible, while the predictive …”  : word missing after ‘possible’ ??

Section 2

Paragraph 1, change “highly-advanced processors” to “advanced processors”

Paragraph 13: “not scalable to cluster of SMP…”  : append ‘s’ to ‘cluster’ ??

Page 8 – change terminology – “and his colleagues” to “et al” throughout. 

Figure 4: Y label on all the graphs is incomplete.

Figure 5: The average hit ratio labels are not clear to read.  These figures are merged into the graph axis.

Page 11, paragraph 1, change “Neither we could” to “Neither could”

Page 15, section 6, paragraph 1, change “in he Tag-based” to “in the Tag-based”

Page 17, paragraph 1, multiple use of “It is clear”…

Table 1, memory requirement units are needed in this table.

Figure 13, the graphs are to small and therefore difficult read.

Reference: 41 – change “PPS/SPDP” to “IPPS/SPDP”
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Discussion

The paper shows how communication locality can be used at the receiver side in a message passing system  to fetch messages out of a cache before receives have been posted. The communication locality is used by various message predictors which fall into two sets, the single-cycle predictors and the tag-based predictors. The results presented are promising and indicate a way forward for combatting communication latency in message passing systems. The work has been presented before, at conferences and workshops in 1999 and 2000 [ref 1-5], but this paper would seem to be the first submission to a journal by the authors, and therefore worthy of consideration by CCPE.

The paper divides neatly into two. The first 14 pages (Section 1 to 5) are a thorough survey of the field and the methodology, resulting in the 48 references. The problem here is that one cannot see the wood for the trees nor really understand what the issues are that being discussed, since the survey is presented in paragraph form. Such issues are transfer reduction, receive posting, rendevous protocols and so on. In general it is very hard to make sense of Section 2 as it presents a discussion of issues at several different levels. Section 2 would really benefit from a table of criteria with the corresponding approaches listed. Even an itemised or listed set of paragraphs would make the material clearer. For example,  on page 5, we have a discussion of programmed I/O which can be implemented for small messages or via DMA or vis DMA only for large messages, and so on.

I was a little concerned about referring on page 6 to the SHRIMP multicomputer, since the paper is from 1994 and the work even earlier. If the computer is no longer in operation, then use “VMMC[10] for the SHRIMP multicomputer used a communication model that provided …”  i.e. convert to past tense. 

Section 2 is very rich and rewarding and well referenced but needs better organisation to get the message across to the reader. Section 3 is by contrast short and to the point, but lacks references. Are the three issues mentioned in paragraph two standard ones (in which case let’s have a reference) or ones identified by the authors (in which case say so)?

It would seem from section 4, paragraph 1 on page 10, that the experiements are done by measuring communication between processes on the IBM SP2 machine. While this is a parallel computer, there is no explanation as to whether or how the parallelism is utilised. Are the processes referred to on separate processors? Are the benchmarks used inherently designed for multiprocessor operation?  If this is the case, then the paper cannot go under the title of “Clusters of multiprocessors” without a more convincing proof that the conditions over a network will be the same as within a single node of the SP2. I am also concerned about basing everything on the SP2, since this is now old technology which is being phased out at most universities. Some insight as to how the work would apply in other environments (such as just a simple network of PCs or an internetted grid) would be helpful to the reader.

Paragraph 1 in Section 5 is a bit unclear: it may be better to explain first that all the applications use the nonblocking receive and that in addition the blocking receive is used by one of the applications, PSTSWM.

The second part of the paper, and the main contribution, starts on page 15, Section 6. Here four predictors are described and analysed for performance. The figures are impressive. The predictors themselves have some new and worthwhile features such as the initialisation phase which enables cycles to be better detected and utilized in prediction. Apart from considering hit ratios, the authors measure memory requirements and sensitivity. The discussion is thorough, and I could not find any errors in their interpretation of the figures.

The conclusions sum up the work well. The references are somewhat overwhelming and most are incomplete. Specifically, page numbers are missing from 3, 4, 9, 11, 12, 19,, 22, 23, 24, 25, 27, etc and most of page 26 and some on page 27. Are 48 referernces really needed? I did not check whether all were referred to in the text. Maybe the reader would be better served by cutting the number a bit. It looks like these were all dumped from a thesis.

Overall recommendation

I think this is a significant and valuable paper to be published in CCPE. It is thoroughly researched and well written (except see minor points below). Although the work has been published before, it has not achieved archival status, and this version of the paper does contain new results. I recommend that the paper be accepted and that the authors be invited to make the additions mentioned in the discussion above and the minor corrections below prior to publication. In  particular, the paper would be much improved by:

1. 
A tabular or point form explanation of the issues discussed in Section 2

2. 
Evidence as to whether the predictors really do work in a multiprocessor environment and insight into how they will adapt to future computer cluster designs.

3. 
Completing the references and perhaps trimming them down.

Minor corrections

In the first few pages there is evidence of a strange use of English, so much so that I hope I have actually interpreted the phrases correctly. Please check with a native English speaker in your department(s) exactly what phrases you require for some of the problems that follow. 

Title and elsewhere: “Cluster of multiprocessors” requires either an article or a plural, i.e. is it “a cluster” or “clusters”? The title as it stands is ungrammatical.

Abstract line 7 and elsewhere “a number of message copying”. Is this “the number of message copies” or “the amount of message copying”?

It is probably unnecessary to have a reference in the abstract.

page 3 line 1: explain SMP at the beginning.

page 3 line 10 “clusters”

page 3 line 14 “a number” becomes “the amount”, I think

page 3 line 19 same again

page 5 line -13 remove comma after “Note that”

page 5 last sentence needs a reference.

page 7 line 1 “similar approach to fast sockets”

page 11 line 4 “envelope”

page 11 line 7 “Neither could we”

page 12 last line: it is more customary when referring to one’s own work to be specific, i.e. “In earlier work [1,2], we ..”

page 13 Figure 4d seems to be corrupted

page 15 line 15 “In the Tag-based”

page 24 ref [5] What is this? MSc or PhD?

