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1: Where we are today Strategically


1.1: Important Concepts


Ideas from HPCC research Good!


Not enough people/funding in field to implement robust production systems 


Must re-use as much software (including infrastructure software) as possible 


Similarly must build HPCC software in a modular fashion with small enough modules that smallish groups can build effectively


Different modules are likely to use different base technologies (Fortran v Java v C++ etc.) and so interoperability essential!


No silver bullet on the horizon – maybe pessimistic but implies better HPCC environments implies better implementations of existing ideas.


Need to support both production use of MPP’s and “rapid prototyping” in development of new applications – latter is not well supported by current HPCC software systems even though need parallel support for prototyping of new 3D simulations


1.2 Some Technical Trends


PC and workstation clusters are of growing important and this typically distributed memory people’s technology is contrasted with distributed shared memory tightly coupled MPP’s.


Computational science moving to multidisciplinary (multi-component) applications


Corresponding growing use of databases (for data-intensive applications)


Interoperability between disparate heterogeneous platforms, support of multidisciplinary applications, and metacomputing are three related important areas


“full metacomputing” (decompose general problem on general networked resources) may not be relevant


The Web is delivering a new operating environment (WebWindows) and a rich distributed computing software infrastructure with especially excellent support for software integration


There is a need for a new scalable technical operating system (NT v UNIX v WebWindows)


2: Statement of HPCC Software Problem


2.1: General Issues


We should distinguish decomposition (into parts) and integration (of parts together). Integration called coordination and decomposition is called creation in volume 1.


Decomposition is technically hardest but probably most software is devoted to integration and latter is where Web can help.


Relevance of different computer architectures


Why one needs many interoperable approaches and there is no single solution


2.2: Classes of Parallelism


Data parallel, Event driven simulation, functional parallelism, Coarse grain metaproblems ……
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