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Executive Summary

This project report documents the Collaborative Interaction & Visualization (CIV) Command and Control (C2) Application’s objectives and accomplishments, as performed by Vanguard Research, Incorporated (VRI) under a subcontract to the Northeastern Parallel Architectures Center (NPAC), Syracuse University, Syracuse, New York.  The CIV project uses Web-based standards and technologies to demonstrate the ability to establish a virtual command center between the DoD and multiple jurisdictional levels.  It also highlights the capability to rapidly prototype collaboration tools and visualizations which will assist the command center’s decision makers to achieve timely, accurate, and effective decisions.

This project suggests several paradigm shifts in DoD’s approach to software development by relying on open, reusable interfaces and standards, in the use of High Performance Computing and Communications (HPCC) to support collaboration in medicine and C2, and in a new software engineering methodology that links programming, Web-based information systems, and productivity tools.

The initial objectives of the CIV project were to:

· Investigate and develop HPCC technologies to support collaborative interaction and visualization

· Enhance and integrate HPCC technologies into a set of representative C2 applications

· Demonstrate C2 applications using the extensive infrastructure available at both NPAC and Rome Laboratory, including NPAC’s high performance multimedia parallel systems linked to Rome Laboratory’s stereoscopic system and data wall via the NYNET, a high speed Asynchronous Transfer Mode (ATM)-based network.

NPAC developed the collaborative environment in which the C2 Application executes.  This environment consists of Tango, a Java-based collaborative environment for the World Wide Web.  VRI provided five key elements to the development of Tango’s C2 application.  The first was the NORAD’s GRANITE SENTRY Command and Control Display which was developed in Java with html frames.  Second was the Airborne Terrorist Scenario which is the story line and sequence of events that provide the context for the C2 demonstration.  Third was the Event Timeline which is the detailed, second-by-second sequence of events that occur within the scenario.  Fourth was the Simulation Script which is the script that the Tango simulation engine executes to run the scenario’s audio, video, map tracks, and decision points.  Fifth was the High Information Content Displays which provide the participants with access to information to support decision making.

The decision making process used in a military Command and Control center is represented by the OODA Loop.  The OODA loop’s acronym is derived from the observe, orient, decide, and act components of the C2 process.  The rationale for automating the components of the OODA loop is to cycle through them faster and more accurately than an enemy can.  Given the appropriate collaboration tools, a collaboratory provides an excellent means to decrease the time spent by remotely located, distributed C2 decision makers on the observe, orient, and decide components of the OODA loop.  A collaborative Command and Control application in a collaboratory can provide real-time, distributed, tactical decision support for decision makers and information analysts.

VRI succeeded in:

· Rapid prototyping of visualizations to assist situational understanding of decision makers

· Rapid prototyping of a virtual command and control center among distributed decision makers

· Simulating portions of the C2 OODA loop within a scenario

· Executing this scenario within a collaboratory

The conclusions that may be drawn from this project are:

· Virtual command centers can be established across jurisdictions using the internet and a collaboratory

· Tango provides an effective collaboratory which supports rapid prototyping

· Rapid prototyping of visualizations and display screen layouts enable users to try out various solutions and visualizations prior to investing resources

1.0  Introduction

The Collaborative Interaction and Visualization (CIV) project uses Web-based standards and technologies to demonstrate the ability to establish a virtual command center between the DoD and multiple jurisdictional levels.  It also highlights the capability to rapidly prototype collaboration tools and visualizations which will assist the command center’s decision makers to achieve timely, accurate, and effective decisions.

1.1  Collaborative Interaction and Visualization

A collaboration occurs when two or more people interact within a shared workspace to accomplish a common goal.  The shared workspace can be a drafting table, a conference room, a blackboard, an auto repair garage, a construction site, an operating room, or a laboratory.  The gathering of a two or more people (a group) into a collaboration is often referred to as a session.  The attributes of a collaboration include:

· Working jointly together face-to-face or side-by-side in a shared work area

· A common purpose

· Sharing or parsing the workload

· Integrating individual work products into a larger, more detailed, or more complex product

· Sharing information, tools, and resources

· Assembling a common evaluation or diagnostic

· Maintaining a common and consistent assessment of the situation and of the workload’s status

· Rapid and immediate interchange of ideas, observations, points of view, and information

· Immediate feedback on ideas, procedural changes, methods, recommendations, and suggestions

· Quick, on-the-spot decision making

· Acting immediately on decisions 

From this list of attributes, we see that the predominant traits of a collaborative effort by a group of people are its immediacy, sharing information, and a common goal.

An interaction happens as a result of a communication or other exchange between two or more people.  Interactions can occur immediately or with delays, and can occur in one location or between several remote locations.  An interaction may be one-way from a single person or group to another person or group.  Interactions can include:

· Conversations either in person or over the telephone

· Live or recorded broadcasts by a single person to many people

· Letters and other written material

· Monetary transactions

· Electronic transfers

· Voting

· Negotiations and bargaining

A collaborative interaction occurs when the communication or other exchange takes place with immediacy.  It implies that those people involved in the collaborative interaction are working directly together to jointly achieve a common goal, and are using real-time communications to plan, coordinate, and accomplish their tasks.  

Visualization is a process of interpreting data and information into a picture, chart, animation, or video.  The purpose of visualization is to convey complex or voluminous data into visible actions or images that are intuitively understandable and assist in the forming of mental constructs necessary for evaluating a situation and making decisions.

A collaborative visualization occurs when two or more people use the same, shared data to produce pictures, charts, animations, or videos.  A collaborative visualization implies an immediacy in visualizing shared data by two or more people. 

To recap, collaborative interaction and visualization occur when participants occupy a common work area, work toward a common goal, and see the same or similar representations of shared data.

Until the development of the telephone and, later, video teleconferencing (VTC), collaborations could only occur when all the participants were co-located in a single workspace (e.g., a lab).  With the advent of personal computers and the internet, a collaboratory became possible.  A collaboratory consists of a software environment and an interconnection of computers and networks that enable participants and other computers to interact directly and immediately with each other in a collaborative session.  The collaborative session itself occurs within the collaboratory’s virtual workspace which allows the session participants to be remotely located, yet still work toward a common goal.  The level of collaboration is strongly dependent on the software environment that establishes the collaboratory and on the collaborative tools supported by this environment.

One important capability of the collaboratory and its shared data is the ability to produce visualizations that are different in appearance (e.g., scale, background, orientation, or view point).  Thus, the collaboratory enables remote participants to use the same data to produce visualizations that are tailored to their specific tasks and perspectives.  While these visualizations may be different in appearance, they remain consistent in that they are free of data-related variations and contradictions.  Further, the collaboratory lets the participants instantly see updated visualizations as the data changes.

1.2  Scope

This project report documents the Collaborative Interaction & Visualization (CIV) Command and Control (C2) Application’s objectives and accomplishments, as performed by Vanguard Research, Incorporated (VRI) under a subcontract to the Northeastern Parallel Architectures Center (NPAC), Syracuse University, Syracuse, New York.  The CIV contract particulars between Rome Labs and NPAC are:

· Title:  Collaborative Interaction & Visualization

· Contract Number:  F30602-C-95-0273

· Duration:  18 months (end of March 1997), extended (at no cost) until end of 1997

· Cost:  $1,952,902

· Contractor:  Syracuse University/NPAC

· Sub-contractor:  Vanguard Research, Inc.

· Principal Investigator:  Geoffrey Fox, Ph.D.

· Rome Laboratory Program Manager:  Robert M. Flo

Rome Laboratory (RL) awarded the CIV contract in September 1995.  NPAC and VRI began the CIV project with a kick-off meeting on 17 October 1995.  The initial objectives presented at the kick-off meeting were to:

· Investigate and develop High Performance Computing and Communication (HPCC) technologies to support collaborative interaction and visualization

· Enhance and integrate HPCC technologies into a set of representative C2 applications

· Demonstrate C2 applications using the extensive infrastructure available at both NPAC and RL, including NPAC’s high performance multimedia parallel systems linked to RL’s stereoscopic system and data wall via the NYNET, a high speed ATM-based network.

The target C2 applications included:

· Real-Time Interactive Distributed Weather Information System

· Joint/Coalition Service C2 System

· Electromagnetic Scattering Simulation System

· Medical Collaboration and Visualization System (Telemedicine)

The CIV project pointed the way for:

· Approach to DoD software development built on open, reusable interfaces and standards

· HPCC supported collaboration in medicine and C2

· New software engineering methodology linking programming, Web-based information systems, and productivity tools

The CIV C2 Application project demonstrates the capability to use Web-based technology to rapidly develop and establish a collaborative, virtual command center.  NPAC developed the collaborative environment in which the C2 Application can execute.  This environment consists of Tango, a Java-based collaborative environment for the World Wide Web.  Tango also contains TangoSim, the simulation engine that executes the C2 CIV script.

The attributes of a collaborative, virtual command center include:

· Direct interaction between remote and co-located decision makers

· Collaborative interaction across federal, state, municipal, and county jurisdictions

· Multiple views of common, shared information

· Easy establishment of a Web-based collaboratory via browser plug-ins

1.3  Project Participants

The CIV project had three main participants, Rome Laboratory, NPAC, and Vanguard Research Inc.

1.3.1  Rome Laboratory
Rome Laboratory (RL) is the U.S. Air Force's Super Lab for C4I Technology.  RL conducts a vigorous Research and Development program, transitions technology to improve operations capabilities, promotes technology transfer to the private sector, and provides technical consultation, assistance and support to the Air Force and other agencies. The specific mission of the laboratory deals with the science and technologies associated with command, control, communications, and intelligence (C3I)--surveillance, communications, intelligence processing, and command and control. These basically involve information technology—the acquisition, transfer, processing, storage, and display of information. As such, the laboratory's R&D activities cover technology in a wide range of areas including sensors, telecommunications, communication networks, distributed information processing and data bases, software, artificial intelligence, electromagnetics, signal processing, photonics, and electronic reliability.  The laboratory makes important contributions to "information highways" through distributed processing and data bases, high-speed networking, and multimedia information systems.

RL’s Command, Control, and Communications (C3) Directorate is responsible for a wide range of technologies dealing with the transmission and use of information.  Anticipated communications systems will send unprecedented quantities of data, voice, imagery, and other information while resisting enemy jamming or interception and preserving service despite battle damage.  Work is also underway on computerized planning and decision aiding systems to allow commanders to rapidly assess operational situations and make sound decisions.  The C3 Directorate is the focus of the overall corporate thrust in Computational Sciences and is the leading center of research in the Air Force in the areas of software engineering, computer architectures, and information security.  The C3 Directorate conducts research and development in programs in computer and software technologies and communications techniques as applied to the C3 mission.

Using in-house and DARPA supplied capital, RL funded the CIV project.  The RL participants in the CIV project included:

· Richard T. Slavinski as COTR  (RL/C3AB)

· Robert Flo as Program Manager  (RL/C3AB)

· Peter Jedrysik  (RL/C3AB)

· Richard Evans  (RL/C3AB)

· Rick Metzger  (RL/C3CB)

· Bob Farrell  (RL/WE)

· John Cleary  (RL/ERST)

· Craig James  (RL/ERST)

· Michael Seifert  (RL/ERST)

1.3.2  Northeast Parallel Architectures Center
The Northeast Parallel Architectures Center (NPAC) is an advanced computing center at Syracuse University in Syracuse, New York.  Directed by Geoffrey Fox, NPAC specializes in High Performance Computing and Communications (HPCC), parallel processing, distributed computing, computational science, education, and technology transfer through the InfoMall program.

NPAC managed the CIV project.  It also developed the collaboratory environment, Tango, the collaboration tools, and applications for the CIV project.

The NPAC participants in the CIV project included:

· Geoffrey C. Fox, Ph.D. as Principal Investigator

· Marek Podgorny, Ph.D.

· Gang Cheng, Ph.D.

· Konrad Olszewski

· Steve Warzala as NPAC Program Coordinator

· Dona Sobotka

· Eugene F. Woodcock  as Managing Director

· Lukasz Beca

· Tomasz Jurga

· Piotr Sokolowski

· Tomasz Stachowiak

· Krzysztof Walczak

· Wojtek Furmanski

· Rowan Markowski

· Miloje Makivic

· Czeslaw Jeolvzejek

· Fred DiMaggio

1.3.3  Vanguard Research, Inc.
VRI is a systems analysis, development, engineering, and management firm.  VRI delivers information technology and other technologies into organizations of almost every size and scope.  Vanguard Research, Inc. is a privately held, small business.

Besides providing the Department of Defense’s (DoD) perspective on Command and Control and the capabilities of Hazardous Materials (Haz-Mat) response companies, VRI provided five key elements toward the development of Tango’s C2 Application.  These are:

· NORAD’s GRANITE SENTRY Command and Control Display

· Airborne Terrorist Scenario

· Event Timeline

· Simulation Script

· High Information Content Displays

In addition to VRI employees and subcontracted labor, VRI hired two SU/NPAC graduate students to develop the GRANITE SENTRY C2 display in JAVA and html.  Not counting subcontract and student labor, VRI employees expended about 27 man-months over 20 months developing these five elements.

The VRI participants in the CIV project included:

· John Kantak as Project Manager

· Michael Davis as Project Engineer

· Don Leskiw  (Ultra Corporation)

· Preston Marshall

· Rita L. Spaventa

· Randy Broadwater

· Chas Sumser  (FGM, Inc.)

· Carl Krebs  (FGM, Inc.)

· Yoonhee Kim  (NPAC graduate student)

· Young-ki Hwang  (NPAC graduate student)

1.4  Report Structure

The balance of this report describes the technical objectives, Tango’s C2 Application, VRI’s accomplishments, and C2 CIV recommendations.  The appendices contain the complete TangoSim script, transcripts of the audio files, the event trace timeline, the NORAD C2 application design architecture for the GRANITE SENTRY display, and the Java source code for the visualizations.

2.0  Technical Objectives

One of the technical objectives of the CIV project is the development of a Web-based collaboratory, named Tango.  The C2 Application is one of several collaboration tools that runs within this Web-based collaboratory.

The technical objectives for the CIV C2 application include:

· Rapid prototype visualizations to assist situational understanding of decision makers

· Realistic scenario requiring decisions across different jurisdictional levels

· Scenario execution within a collaboratory

The underpinning philosophy in achieving the C2 application’s objective is to include elements of the process that command and control decision makers follow.  The following section describes this process.

2.1  Command and Control’s OODA Loop

The decision making process used in a military Command and Control center is represented by the OODA Loop.  The OODA loop’s acronym is derived from the observe, orient, decide, and act components of the C2 process.  The rationale for automating the components of the OODA loop is to cycle through them faster and more accurately than an enemy can.  The components of the OODA cycle are described below.

Observation refers to the decision maker monitoring a situation or an area of responsibility.  This OODA component is where most of the data collection and data fusion occurs [2025: 1]
.  Collection assets assimilate data and analysts process and interpret the information, which is then observed by the decision maker [2025: 2].

Observation in this context includes battlespace views, data collection, sensor cross-cueing, correlation and fusion of sensor data, collection management, and Battle Effects Assessment (BEA) and Battle Damage Assessment (BDA).  Battlespace views provide many co-located, remote, and mobile users with a fused, integrated, deconflicted view of the desired area [2025: 3].  Data collection is the gathering of data from various sensors such as electro-optical, infrared, radar, lidar, acoustic, magnetic, and radio frequency sensors.  Sensor cross-cueing is the automated sensor-to-sensor tip-off for real-time collection steerage.  Correlation and fusion of sensor data builds a deconflicted, consistent image from different sources, each of which may have different resolutions and scan rates.  Collection management consists of preplanned and directed search activities that are designed to maximize sensor coverage of the area under observation.  BEA and BDA attempt to assess the effectiveness of strikes against enemy targets [2025: 1].

The orientation component of the OODA loop acquaints the decision maker with the existing situation or environment.  It also involves adjusting forces to best advantage based on known facts, principles, and derived information.  Here, the decision maker orients his forces, resources, and own viewpoint based upon staff-generated inputs and further interpretations that may be conflicting or wrong [2025: 2].

Orientation includes automated data fusion, analysis, storage, and retrieval using databases.  These databases contain data and information on every potential target set or system, enemy forces, own forces, and allied forces.  Orientation also relies on dynamic situation assessment with automatic target recognition, multi-target tracking, pattern recognition, and object relationship analysis [2025: 1].  Orientation uses real-time tailored views to enable the decision makers and information analysts to scope, comprehend, and visualize the battlespace [2025: 3].

Together, observation and orientation are often referred to as the knowledge function of information operations.  Information operations (Info Ops) is a subset of information warfare that deals with the use of military information functions.  These military information functions include intelligence, surveillance, reconnaissance, command and control, communications, precision navigation, and weather.  Info Ops gathers, manipulates, and fuses data to support the Force Enhancement component of Information Warfare.  It involves the acquisition, transmission, storage, and transformation of information to enhance the employment of military forces.  Info Ops works to reduce uncertainty and to achieve knowledge.  [2025: 4]  

Info Ops contains two components, knowledge and wisdom.  The knowledge component includes systems that collect raw data, organize it into useful information, analyze it to create intelligence, and assimilate it to gain knowledge.  The fusion, correlation, and association of relevant information lead to an understanding [2025: 4].  Knowledge is the condition of knowing something with familiarity gained through experience or association.  It is also the condition of being aware of something.  As described further below, wisdom enables one the application of knowledge to best advantage.

The decision component of the OODA loop is a determination made after consideration of the known facts, environment, and military objectives.  It also includes making choices between alternative courses of action.  More often than not, the decision maker must decide with generally incomplete, imperfect, and possibly biased information [2025: 2].

Decision includes selecting which targets are most effective to attack, and determining what is important and what action is required.  To assist in making the most accurate and rapid decisions possible with the least risk to friendly forces, the decision maker uses modeling, simulations, software agents, forecasting tools, pitfall predictors, decision aids, planning tools, and execution tools [2025: 1].

Wisdom is defined as knowledge coupled with good judgement, which results in an ability to discern inner relationships and to select a wise course of action.  Good judgement can be dramatically improved by synthesizing information and by modeling and simulating scenarios to provide advice, options, and probabilities of occurrence  [2025: 4].  Thus, building on the knowledge developed from the OODA loop’s observation and orientation components, the decision maker can apply automated decision aids and forecasting tools coupled with his own personal judgement, experience, creativity, and intuition to make the best decisions.  

The OODA loop’s action component is the act of issuing orders and implementing selected plans and directives.  Typically, the decision maker acts without first being able to forecast the probability of success of an action or without having direct and immediate access to employment tools [2025: 2].

Action includes navigation and movement of units, combat identification and prioritization of targets, targeting information, and engagement or disengagement of forces.  Action also includes a linkage to the OODA loop’s Observe component for sensor-to-shooter and sensor-to-weapon data flow for near-real-time targeting information [2025: 1].  Table 2-1 recaps the essential elements of the OODA loop.

Given the appropriate collaboration tools, a collaboratory provides an excellent means to decrease the time spent by remotely located, distributed C2 decision makers on the observe, orient, and decide components of the OODA loop.  For example, a collaboratory can use sensor information to create a virtual battlefield from which collaborative visualizations can be derived to support the observe component.  A collaboraory can also assist remote decision makers in accurately assessing the situation and the environmental conditions (orienting).  Moreover, a collaboratory is the suitable environment for hosting collaborative decision aids that assist in rapid and accurate selections and decisions among dispersed decision makers and information analysts.  A collaborative Command and Control application to a collaboratory can provide real-time, distributed, tactical decision support for decision makers and information analysts.

2.2  Tango:  A Rapid Prototyping and Collaborative Environment

The collaboratory environment developed by NPAC for CIV is called Tango.  TANGO is a prototype of an open, extensible system that provides a technological framework for building subsequent generations of collaborative systems.  It is integrated with the Web at both the functional design and implementation levels.  TANGO provides a complete, runtime collaboratory for both synchronous and asynchronous sessions [TANGO: 1].

Table 2-1.  Command and Control OODA Loop

OODA Loop Component
Key Functions
Descriptive Tasks

Obsevation
Battlespace views
Fused, integrated, deconflicted view of the desired area



View is sum of all possible information sources



System identifies information gaps and subsequently collects missing information



Mobile view able to be updated anytime, anywhere



View is easily deployable and transportable with the user



Tailored picture for relevant area of responsibility, missions, and tasks



Many observers are able to see the same battlespace picture


Data collection from various sensors
Sensors used for intelligence, surveillance, and reconnaissance



Sensors for weather and terrain mapping



Sensor for noninvasive magnetic source imaging, magnetic resonance imaging, and aircraft wake turbulence detection



Sensors used for targeting


Sensor cross-cueing for automated sensor-to-sensor tip-offs for collection steerage



Correlation and fusion of sensor data from different sources



Collection management of preplanned and directed search activities



Battle Effects Assessment (BEA) and Battle Damage Assessment (BDA)



Video teleconferencing for a common view of the battlespace






Table 2-1.  Command and Control OODA Loop (continued)

OODA Loop Component
Key Functions
Descriptive Tasks

Orientation
Knowledge component of information operations



Automated data fusion, analysis, storage, and retrieval



Databases containing information on every potential target set or system



Integration of information on own forces and allied forces as reported from the action component



Friendly information on maintenance status, crew health and availability, location, and mission status



Dynamic situation assessment with automatic target recognition, multi-target tracking, pattern recognition, and object relationship analysis



Information access technology for searching across very large, distributed databases



Tailored view to comprehend the battlespace
In-time view of the battlespace



Defined dimensions and locations of the battlespace



Elimination of biased inputs from one person to another



Elimination of need for a mental picture based on another’s biases



Query and receive in-time answers for further information





Table 2-1.  Command and Control OODA Loop (continued)

OODA Loop Component
Key Functions
Descriptive Tasks

Decision
Wisdom component of information operations



Rules of Engagement
Selecting which targets are most effective to attack






Modeling, simulations, software agents, forecasting tools, decision aids, planning and execution tools



Genius ghosting



Course corrections (continuous updates and suggested corrections)



Pitfall predictors and waypoint analysis (indications of what to look for)

Determine what is important and action required




Decision support tools for transmission and reception of information to filter, sort, and prioritize



Prompts user of significant events for monitoring and action



Model the effectiveness of potential actions and inactions



Application of precision force optimized



Least risk to friendly forces ensured

OODA Loop Component



Action
Key Functions
Descriptive Tasks


Navigation and movement of units



Combat identification and prioritization of targets



Targeting information



Engagement or disengagement of forces



Linkage to the Observe component for sensor-to-shooter and sensor-to-weapon data flow for near-real-time targeting information 



Immediate access to assets to rectify an undesirable situation
Preparation of lethal and non-lethal capabilities for employment





Tango is a distributed system based on event broadcasting.  Event broadcasting has each workstation running its own copy of applications with independent data views.  The event broadcasting architecture has the following characteristics [TANGO: 2]:

· Infinitely flexible and adaptable

· Generates little network traffic since only the events are broadcast

· Perfectly fits the Web and Java paradigm

· Can implement security

· Can support asynchronous collaboration between participants who enter and leave a session at random times

Tango’s core system is implemented in Java and as a browser plug-in.  The base programming module is the Java applet.  Its session metaphor is a meeting room with collaborative tools.  Tango has the following, additional characteristics [TANGO: 2]:

· Software framework that supports computer-based communication and collaboration

· Runs in the Web environment and uses standard Web technologies.

· Multi-platform run-time Application Programming Interfaces (APIs) for UNIX and Windows

· Multi-language APIs for Java applet, Java application, C, C++, JavaScript, VRML2

· Server for UNIX and Windows NT

· Browser plug-ins for Windows95/NT, IRIX, and Solaris

The use of standard web technologies and Java applets enables Tango to rapidly implement application and visualization prototypes.  These prototypes can then be assessed in a collaborative environment for their usability and information content.

Several collaborative tools and applications are available to support a Tango-based collaboratory.  The following descriptions of these applications are copied directly from the NPAC Tango web site found at http://www.npac.syr.edu/tango/applets/index.html :

“TANGO applications are Java applets, JavaScript pages, or C/C++ programs with TANGO API calls inserted so that they can run within the TANGO collaborative framework. 

From the point of view of floor control, any TANGO application can be in one of the two modes, Master or Slave.  (Floor control refers to the ability to moderate the collaborative contributions of a session’s participants.)

· Master mode:  There is one master among participants of a TANGO session. The participant who started the session becomes by default the master of the session.  All other participants are slaves.  The master can operate on the application's GUI interface, just like on the standalone (not ported) application.  All events generated by the master on his/her machine will be seen by all the slave participants of the same session on their local machines.  When the master closes his instance of an application, all remote applications that belong to this session close as well.

· Slave mode:  Depending on the application, slaves may or may not operate an application GUI.  Even if they can affect their own instance, the events they generate are not propagated.  The TANGO Control Application (CA) allows the current master to grant master role to one of the slaves.  A slave can also request to become the master.  After the master relinquishes the master role to another participant, he or she becomes a slave.  When a slave closes his instance of the application, he or she leaves the session without affecting other instances of the application.

In addition, applications can have the Owner mode flag set.  Normally, a request for floor control (master status) must be accepted by the current session master.  An exception to this rule is a request for master status from session participant who started the session and later relinquished floor control.  Such a request is always granted, i.e., the session owner can grab the floor at any time.

Most of the applications run in the master - slave relationship with dynamic floor control.  However, for certain applications the master - slave relationship is either inconvenient or too restrictive.  There is a number of applications that can safely operate in the master - master relationship.  In this mode, all participants of a session have the same privileges to operate on the application GUI, i.e., everyone can generate events on the local machine and the events will be broadcast and routed to the rest of the participants of the same session.  Note, however, that the participant who started the session still has the right to close the entire session, unless he or she grants master status to another participant. 

Table 2-2 and Table 2-3 list applications ported into or written for TANGO.  Please note that some of these modules may only be available internally (on the TANGO server): 

Table 2-2.  Collaborative Tools

Name
Type
Description 

Chat
Master-Master
This is a simple line-based chat program allowing participants to send one message line at a time to the rest.  Chat parses the messages to look for valid URLs. If one is found, chat passes it to an HTML browser and automatically display its contents.

HTML Browser
Master-Slave
A collaborative HTML browser.  The master can fetch a URL's document that will be shared/viewed by slaves.  This application has been primarily designed as a slideshow creation, editing, and presentation tool. There is a pre-defined list of URLs that can be displayed one by one in a slide-show or step mode.  URLs can also be added into or removed from the list. 

Shared HTML Browser
Master-Slave
This is a shared Web browser, which allows for collaborative Web surfing: a click on an arbitrary link on a Web page causes all browsers in the session to display this URL.  TANGO shared browser uses the standard, unmodified Netscape browser.  The linkage between browsers is established via JavaScript.

Internet Web Search Engines
Master-Slave
A collaborative Web search interface.  The master searches in one of several popular Internet search engines, including Hotbot, Lycos, InfoSeek, Alta-Vista, Magellan, WebCrawler, and Yahoo.  All the search results are shared by slaves 

Whiteboard
Master-Master
A simple whiteboard to allow participants to draw dots, lines, circles, and rectangles in different colors. Text mode is supported as well.  Whiteboard was written at Old Dominion University for the Java Collaborator Toolset.  We have merely ported it to TANGO.

Drawing program
Master-Slave
Object-oriented whiteboard/drawing program. Designed for TANGO from ground up.  Stores and prints created drawings. Supports collaborative presentations. Advanced session control. 

Talking Heads
Master-Master
An interactive cartoon-like chat application showing all participants' images with comic-like text balloons. 

Audio Conferencing
Master-Master
Full fledged audio conferencing system. Written in C but integrated with TANGO.  Interplatform (PC and SGI versions). Supports GSM and ADPCM codecs.

Video Conferencing
Master-Master
Advanced video conferencing.  Written in C but integrated with TANGO.  Interplatform (PC and SGI versions).  Supports H261, H263, and YUV9 codecs.  Suitable for both Internet and LAN use.

Voter
Master-Slave
Voter is a tool to create muiltiple choice quizes or to support a collective decision process



Table 2-3.  Domain-Specific Applications and Demonstrations

Name
Type
Description

Hopfield Neural Network
Master-Slave
A GUI to teach the concept of a neural network 

Cross Product
Master-Slave
Applet explaining mechanics of the vector cross product

Spring
Master-Slave
Illustrate the concepts of modeling the elastic properties of crystalline membranes.  The applet plots the force and stored energy of a spring as the user changes the extension. 

Planets
Master-Slave
Visualization of the central force theorem

Weather
Master-Slave
Interface to the NPAC weather visualization package

Tetris
Master-Slave
Tetris game implemented in JavaScript.  Tetris has been taken from the Net and ported to TANGO to demonstrate capabilities of our JavaScript interface.

WebWisdom
Master-Slave
A complete system for distance learning. WebWisdom is an application allowing for interactive remote teaching.  Combined with other TANGO tools it provides a complete solution for a Virtual University

Visble Human
Master-Slave
An award winning NPAC applet for interactive display of Visible Human images, ported to TANGO

3D Visible Human
Master-Slave
An example of collaborative VRML: 3D interface to the Visible Human image database, ported to TANGO

MedComp
Master-Slave
An applet for transmittal and analysis of medical images.  Uses internally an advanced wavelet compression engine.

2D GIS
Master-Slave
Mapping toolkit applet.  Written for the Command and Control application.  Interactively displays maps of United States, tracks flying objects, creates intercept ovals, shows Status of Forces etc.

3D GIS
Master-Slave
3D version of 2D GIS. Written in OpenInventor and interfaced to TANGO.  Supports multiple data overlays (satellite images, maps, weather, etc.)

Media Mail
Master-Master
Allows display of arbitrary media (images, audio, video)

Video on Demand
Master-Slave
Searchable digital video library interfaced to TANGO.  Supports fully interactive digital video retrieval and playback on multiple workstations under session control of TANGO.

Simulation Engine
Master-Slave
A scriptable discrete event simulation engine. Multithreaded, implements virtual time.  Used to drive large applications built from TANGO modules



Some of these applications may only be available at NPAC.  We will move new applications to the public domain as soon as they are deemed stable enough.

Copyright: Northeast Parallel Architectures Center at Syracuse University 

Tango (TM) is a proprietary trademark owned by Northeast Parallel Architectures Center at Syracuse University.  Java (TM) is a proprietary trademark owned by Sun Microsystems, Inc.” [TANGO: 3].

The collaborative tools and domain-specific applications used to establish the C2 Application are depicted in Figure 2-1.  The first three clients of the TangoSim C2 Application (C2 Commander, C2 Radar Operator, and C2 Weather Operator) implement the positions typically performed at 
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Figure 2-1.  Tango Collaborative Tools and Domain-Specific Applications Used in the C2 Application

NORAD with GRANITE SENTRY.  As seen in Figure 2-1, each position uses a set of collaborative tools and applications to perform its assigned functions.  Within this Tango collaboratory, the Simulation Engine Controller is treated as a collaborative client.  Other collaborators may use any set of collaborative applications necessary to accomplish their specific functions.  The Tango Collaboratory Server transmits and receives the scenario events to the clients through an HTTP Server.  Remote clients are connected via an ATM network.  The Tango Collaboratory Server receives its events and their duration from the Event-Driven Simulation Engine interprets the scenario script.

3.0  Tango’s C2 Application

VRI provided five key elements to the development of Tango’s C2 application.  The first was the NORAD’s GRANITE SENTRY Command and Control Display which was developed in Java with html frames.  Second was the Airborne Terrorist Scenario which is the story line and sequence of events that provide the context for the C2 demonstration.  Third was the Event Timeline which is the detailed, second-by-second sequence of events that occur within the scenario.  Fourth was the Simulation Script which is the script that the Tango simulation engine executes to run the scenario’s audio, video, map tracks, and decision points.  Fifth was the High Information Content Displays which provide the participants with access to information to support decision making.  These five elements are described in detail in the following sections.

3.1  NORAD’s GRANITE SENTRY Command and Control Display

VRI developed a rapid prototype of NORAD’s GRANITE SENTRY command and control display.  The GRANITE SENTRY prototype, which is only partially activated, can be viewed with a Java compliant browser at http://www.npac.syr.edu/projects/civ/vanguard/C2Demo/adoc.html .  This implementation used html to produce the individual information frames, in which ran Java applets.  The GRANITE SENTRY screen’s frames include:

· Classification of the GRANITE SENTRY display

· DEFCON status

· Alerts

· Graphical Information System (GIS)

· Collaborative tools and screen control pull-down menus

The classification frame for this prototypical GRANITE SENTRY display shows UNCLASSIFIED.  This information is fixed and cannot be changed by any user or operator.

The DEFCON status window, the Status Frame, shows the defense condition level for each of the major sectors of the North American continent, as well as a Yes/No indication of a launch from that sector.  The sectors are labeled SE, NE, CE, CW, NW, SW, and AK.  The DEFCON status is changeable by the NORAD participant.

The Alerts Frame displays a visual alert whenever the DEFCON status is changed.  An audio alert is also issued.

The GIS frame shows a high level map.  The map is selected from the collaborative tools frame.  Aircraft tracks can be displayed on the GIS.

The Collaborative Tools and Screen Control frame enables the user to activate various functions and to control the display contents of the GIS frame.  The menu selections for the GRANITE SENRTY display are depicted in Table 3-1.

Table 3-1.  GRANITE SENTRY Menu Selections

Graphic Request
SUMMARY


Collabor-ative Tools
Audio Conf.
CINC


REGION SECTOR
CONUS



Dep. Comm.



Can East



ADOC



CAN West



Sector



North East


Video Conf.

< initiates a Video Teleconference >
CINC Conf.



North West



NMCC Conf.



South East



ACC Conf.



South West



DIA Conf.



Iceland Greenland


Briefings
Daily Intell.



Canada



ACC Intell.


OTH B




CMAS Intell.


ICON KEY




Mission 117


OPLAN Deploy.




Mission 121

Table Request
DEFCON Status



Archive



WEATHER


Weather Info
Sector Radar  

< establishes a web link to 

http://www.intellicast.com >



ROCC SOCC STATUS



Surface Depiction  

< establishes a web link to 

http://thunder.atms.purdue.edu >



INDIVIDUAL TRACK


Archive




ROCC SOCC TRACK







OPLAN DEPLOYMENTS







AIRBASE STATUS














Completion of the GRANITE SENTRY display was suspended when its code was assimilated into the TANGO C2 Application.  Figure 3-1 shows the GRANITE SENTRY display.  Appendix F contains the C2 Application Design Architecture Document which describes the Java programming details of the GRANITE SENTRY display.

3.2  Airborne Terrorist Scenario

The C2 CIV scenario provides the framework from which the required audio, video, and textual interactions are determined to occur as a response to a fictional airborne terrorist threat.
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Figure 3-1.  GRANITE SENTRY Display.

VRI researched and developed the airborne terrorist scenario.  This included:

· Identifying the participants

· Locating the waypoint positions (latitudes and longitudes) of all aircraft given their speed and heading

· Generating a timed, event trace that integrates aircraft movement, the activities of all participants, and their decisions

· Recording digital audio clips to simulate surrogate participants’ verbal interactions

· Developing chat text consistent with audio and aircraft movement

· Recording a briefing video for the participants

As VRI produced the digital audio recordings, the duration of each in seconds is noted in order to correctly sequence the surrogate participants' audio into the script's timeline.

A high-level synopsis of the scenario’s events follows:

· The FAA asks NORAD to inspect a Bogey which (based on an FBI counter-terrorist alert) is suspected of carrying Cholera as the bacterial agent for a terrorist strike at Fort Drum.

· NORAD checks with ADOC and uses the Status of Forces display to determine which aircraft can intercept the Bogey.  Otis ANGB has an F-15 ready and Hancock Field has an F-16 ready.  NORAD directs the F-15 to do the intercept and inspection and the F-16 to standby for orders.

· The F-15 determines the aircraft is unmanned just before it crosses into New York state.  The F-15 returns to Otis since it is low on fuel and the Bogey is over a heavily populated area (which precludes shooting it down immediately).

· NORAD informs the NMCC and FAA, and the FAA informs FEMA and the New York State Emergency Management Office (SEMO).  (Offline, a SEMO staff member contacts the FBI and verifies that the aircraft's specifications match those in the FBI counter-terrorist alert, as well as the suspected bacteriological agent.)

· While the Bogey flies over mountainous terrain, a collaborative session occurs between NORAD, NMCC, FEMA, SEMO, and FAA.  It is quickly determined that the Bogey will fly over four, potential shoot-down areas, each of which has varying degrees of sparse population, flat terrain, road access, nearby Hospitals, nearby Haz-Mat response companies, and few creeks or streams that could disperse the Cholera and spread the contamination.

· The surrogate participants have barely 17 minutes to form a collaborative session, obtain information, and decide on the first site in Herkimer County.  They have an additional 2 minutes to decide on the second site in Oneida County, an additional 3 more minutes to decide on the third site in Lewis County, and an additional 2 more minutes to decide on the fourth site in Jefferson County.

· If no shoot down occurs, the Bogey impacts onto the Fort Drum Military.

· This short amount of time is why the ability to rapidly obtain and view the status, quantities, and locations of local assets (using the Hospital and Haz-Mat response company applet) with respect to potential shoot down sites becomes important to making correct decisions quickly.

· The participants vote on or recommend a shoot down site and NORAD issues the order.

· Prior to or just after the shoot down or impact, the closest Haz-Mat response company rushes to the crash site, restricts access, inhibits the spread of the agent, coordinates treatment of any contaminated people, and starts remediation and cleanup with chlorine-based bleaching and oxidizing agents.  Cholera contamination can be cleaned off people and equipment with an anti-bacterial soap and a mild bleach and water solution.  There is also a Cholera vaccine that can be given to people who are exposed or may be exposed to the bacteria.

3.3  Event Timeline

The Event Timeline provides the specific sequence and duration of each event required to occur during the scenario.  The events occur at the time in seconds after the start of the scenario.  To simplify the determination of when each event occurs, VRI developed the event timeline in Excel.  This timeline is provided in Appendix E.

3.4  Simulation Script

The C2 CIV script contains the specific syntax to implement the scenario.

The Tango simulation engine executes the simulation script.  The script dictates the sequence and duration of each event in the scenario.  The events specified in this script include:

· Video intelligence briefing about a possible airborne terrorist threat

· Locations of the Air National Guard Bases, hospitals, and Haz-Mat Response Companies

· Identification of the aircraft being moved by the script

· Aircraft movement from one latitude-longitude to another

· Objects (aircraft, bases, maps, hospitals, Haz-Mat companies) to display at each participant’s position

· Digitized audio from the surrogate participants

· Textual chat messages

· Opening of Status of Forces, Hospital, and Haz-Mat informational displays

· Decision points where the script can branch toward a different outcome

In the script, the Hospitals and Haz-Mat sites shown on the Radar Operator’s (RO) monitor.  This is probably not the best position to display these sites as the RO position is mostly concerned with tracking the Bogey and the intercepting aircraft.  The Hospitals and Haz-Mat sites should be displayed at the SEMO or FEMA participant's position along with a map showing terrain elevations for determining water runoff.  They were put on the RO position since it is the position that is most likely to be displayed on the Data Wall at Rome Lab.

The TangoSim initialization and aircraft movement script is provided in Appendix B, while the TangoSim audio and chat script is provided in Appendix C.  The audio and chat transcript is provided in Appendix D.  An event trace timeline is provided in Appendix E.

3.5  High Information Content Displays

VRI designed and implemented status displays to support the collaborative environment.  These high information content displays are Java applets that are usually executed by a participant selecting and executing the desired icon. The CIV C2 script specifies where on the geo-referenced map to place each icon, as well as on which participant monitor the icons will be presented.  Further, to minimize map clutter, the labels attached to each icon remain hidden until the mouse pointer passes over the icon.  These displays are:

· ANGB SOF

· Hospital status

· Haz-Mat station status

The Air National Guard Base (ANGB) Status of Forces (SOF) display provides information about the condition of the base and the aircraft hosted at the selected base.  The two graphics at the top right of the SOF display represent simulated live video of the base’s tower and of the flight line.  This simulated video provides the decision maker with visual feedback of the weather conditions and of aircraft that may be ready for flight.  The status of each individual aircraft is represented as red, yellow, gray, or green silhouettes within three grouping, Flight Line, Hangar, or Maintenance.  Selecting a particular aircraft silhouette reveals information about the pilot, the aircraft’s configuration, and the aircraft’s maintenance and fuel condition.  Figure 3-2 shows the SOF window and Figure 3-3 shows the individual aircraft information window.  Appendix G provides the Java source code for the SOF visualizations.

The hospital status display provides information about the hospital facilities, equipment, and quantity and availability hospital beds.  The picture at the upper left shows the main entrance to the facility.  The complete name, address, and phone number of the hospital is to the right of the picture.  A weather icon representing the current weather at the hospital is positioned in the upper right of the display.  Below this, the availability of hospital beds, isolation ward beds, emergency rooms, emergency medical support (EMS) vehicles (ambulances), and heliports are depicted with total quantity (white), ready for use (green), undergoing maintenance (yellow), and in use or not available (red).  Figure 3-4 shows the hospital status information window.

The Haz-Mat Engine Company status display provides information about the Haz-Mat equipment.  The picture at the upper left shows the main entrance to the facility.  The complete name and address of the Haz-Mat Engine Company is to the right of the picture.  A weather icon representing the current weather at the Haz-Mat Engine Company is positioned in the upper right of the display.  Below this, the availability of Haz-Mat Engine Company equipment such as fire engine pumpers, decontamination vehicles, and communications vehicles are depicted with total quantity (white), ready for use (green), undergoing maintenance (yellow), and in use or not available (red).  Figure 3-5 shows the Haz-Mat Engine Company status information window.  Appendix H provides the Java source code for the Hospital and Haz-Mat visualizations.

4.0  Accomplishments

VRI completed several tasks under this program.  VRI developed a rapid prototype of NORAD’s GRANITE SENTRY command and control display.  VRI also researched and developed the airborne terrorist scenario.  To implement the scenario, VRI generated a detailed event timeline to coordinate the sequence of activities and events.  Then, in accordance with the event timeline, VRI made digital audio recordings for the verbal exchanges between the surrogate participants.  VRI developed the C2 CIV script which contains the specific syntax to implement the scenario.  To support the visualization of information, VRI designed and implemented status displays to support the collaborative environment.

Several conclusions may be drawn from this project.  Tango provides an effective collaboratory which supports rapid prototyping of visualizations to assist situational understanding of decision makers.  Rapid prototyping of visualizations and display screen layouts enable users to try out various solutions and visualizations prior to investing scarce programming resources.  Virtual command centers can be established across jurisdictions and among remotely located decision makers using the internet and a Web browser-based collaboratory.  The C2 Application provides a means to explore various procedures and concepts of operations (CONOPS) that can decrease the cycle time of the C2 OODA loop.  TangoSim executes simulation scripts which allow the collaborative exploration of various scenarios.

4.1  Rapid Prototyping of Visualizations

Once the Tango collaboratory was specified, VRI found the prototyping of visualizations to be straightforward and quick.  Visualizations were generated as Java applets which NPAC easily incorporated into the Tango simulation engine.  


Figure 3-2.  SOF Window


Figure 3-3.  Individual Aircraft Status Window

Figure 3-4.  Hospital Status Window


Figure 3-5.  Haz-Mat Engine Company Status Window

4.2  Virtual Command Center

Using the internet and Web technology, Tango enabled remote locations to interact in a collaboratory while running the C2 Application.  The remote locations were NPAC’s computer lab and the RL computer lab with its data wall.  This demonstrated that a virtual command center can be assembled between remote participants as rapidly as they can log into the collaboration.

4.3  C2 OODA Loop

The C2 Application running in the Tango collaboratory demonstrated the observation, orientation, and decision components of the C2 OODA loop.  The displays of the aircraft tracks, hospital locations, and Haz-Mat locations enabled the decision makers to monitor the situation and the sequence of events as they evolved.  The decision makers were able to orient within the C2 Application since it supported dynamic situation assessment using real-time tailored views.  The Tangosim script allowed the decision makers to choose between alternative courses of action after considering the known facts, environment, and military objectives.

4.4  Scenario Execution in a Collaboratory

As demonstrated with the airborne terrorist scenario, TangoSim supports the execution of simulation scripts which allow the collaborative exploration of many scenarios.  The Tango collaboratory allowed remote and co-located decision makers to participate in a scripted scenario.

5.0  C2 CIV Recommendations

Two types of recommendations present themselves:  enhancements to the Tango collaboratory and its C2 Application, and future directions to explore for using the Tango collaboratory in various endeavors or situations.

5.1  Enhancements

Given the accomplishments achieved so far and the rapid prototyping environment provided by Tango, the CIV’s C2 Application can be easily improved.  The following recommendations suggest several means to enhance the Tango collaboratory.

The C2 collaborative session can be enhanced to provide a more understandable environment to first-time participants.  These suggested enhancements include:

· Provide an extensive video-on-demand briefing before the scenario begins to prepare the live participants for their collaborative roles

· Establish a collaborative debriefing session after the scenario among the participants to assess the effectiveness of the participants’ decisions

· Enable a session master to control or override various aspects of the scenario and of the collaborative session

The collaborative interaction between participants can be increased.  Suggested improvements include:

· Add more interaction and collaboration of live participants with live and virtual participants

· Make more and innovative use of the existing collaborative tools

The C2 collaborative visualizations are a rich area for exploring high-content informational displays.  Some possibilities include:

· Animate the status of forces’, hospitals’, and Haz-Mat companies’ visualization displays

· Increase the number and depth of detail of the visualizations

· Make use of the Tango database to update and to animate the visualizations

· Simulate live video within the visualizations

The C2 decision making portions of the simulation can be enhanced to include:

· Implementing collaborative decision aids

· Instituting automated measures to evaluate the timeliness and effectiveness of the decision makers in a collaborative environment

· Implementing a capability to provide the decision makers with too much, too detailed information to simulate an information overload situation

The scenario can be expanded to enable participants to collaboratively interact prior to threat detection and after the threat is brought down.  The scenario expansion can:

· Provide the participants time to collaboratively interact and plan prior to threat detection

· Extend the scenario to add more detail to the crash site’s clean up and remediation activities

Using Tango’s rapid prototyping capability, preset (canned) display formats may be implemented.  These display formats can enable participants to select which screen format they want from a list of thumbnail alternatives.  A participant would use the mouse to select a display monitor’s window/frame layout.  The hard-framed displays would be designed to support the optimal transfer of information and understanding from the visualizations to the decision makers.  Measurements of the speed and of the effectiveness of the decisions can be compared between different layouts to determine which is most usable (especially when in a “HOT” situation where time and accuracy are critical).  The purpose for identifying and measuring one or more effective layouts for high information content visualizations is to address the following issues:

· Due to psychological effects of fog of war, there is a need to minimize operator induced errors when handling large quantities of information or visualizing high information content graphics.

· Operator induced errors are reduced with training and with minimal operator-initiated adjustments.

· Information displayed in the same format and screen location can be more quickly accessed and understood than information displays that can appear anywhere on the monitor.

· Critically important information windows may become partially covered by other windows which contain information of a lesser priority.

5.2  Future Directions

Several future directions are presented here that may be applicable for the Tango collaboratory.  The C2 community within the military establishment may well be receptive to a collaborative means that allows remotely located decision makers to execute the C2 OODA loop rapidly and accurately.  Local jurisdictions, such as counties, cities, and states, may use a collaboratory to keep their decision makers aware of the consequences of monetary decisions and planned developments on local services.  The local jurisdictions may also use a collaboratory to empower their electorates (as in a virtual town meeting) and to include them in the decision making process.  Finally, the Tango collaboratory is an excellent environment for emergency management planning prior to a disaster and to aid emergency management decision makers after a disaster with resource management and selecting which transportation plan to implement.

5.3  Lessons Learned

VRI encountered two challenges, one involving html and Java applets, and the other involving asynchronous interactions by live participants within a scripted scenario.

· HTML-Java Interactions:  VRI experienced quite a few problems with the hosting of Java applets within the html-generated frames.  Variables cannot be passed between applets residing within different html frames.  The html frames could not obtain and execute code, variables, or data from a global location, such as the parent directory of the html script.  This caused many problems whenever the programmers made adjustments to the applets or data.  To solve this, each html frame had to contain all the Java applet code and data to execute properly, which often meant a lot of duplication of Java applet code and data.  Also, the programmers had to maintain careful configuration management to ensure fixes made in a previous version carried over to a succeeding version without being disabled by incomplete applet code or data.  This drawback in html code, only being able to access code/variables/data locally within a frame, increased the time needed to rapidly prototype with html.

· Asynchronous Interactions:  Implementing access by live participants to participate in the carefully scripted and timed scenario proved to be extremely difficult with the existing TangoSim’s scripting syntax.  The limited workaround is to allow live participation only during periods when decisions are made.  These decision making periods have time limits after which a default decision is selected.  Each decision node dictates which branch of the TangoSim script will be followed.

Appendix A.  Acronyms

2D
Two Dimensional

3D
Three Dimensional

ACC
Aerospace Command Center

ADOC
Air Defense Operations Center

ADPCM codec
Adaptive Differential Pulse Code Modulation (voice) coder/decoder

ANGB
Air National Guard Base

API
Application Programming Interface

ATM
Asynchronous Transfer Mode

BEA
Battle Effects Assessment

BDA
Battle Damage Assessment

C2
Command and Control

C3
Command, Control, and Communications

C3I
Command, Control, Communications, and Intelligence

CA
TANGO Control Application

CINC
Commander-in-Chief

CIV
Collaborative Interaction & Visualization

CMAS
Cheyenne Mountain Aerospace System

CONOPS
Concept of Operations

CONUS
Continental United States

DARPA
Defense Advanced Research Projects Agency

DEFCON
Defense Condition

DoD
Department of Defense

EMS
Emergency Medical Support

FAA
Federal Aviation Administration

FBI
Federal Bureau of Investigation

FEMA
Federal Emergency Management Administration

GIS
Graphical Information System

GSM codec
Global System for Mobile communications (voice) coder/decoder

GUI
Graphical User Interface

H261 codec
Audio-video coder/decoder

H263 codec
Video coder/decoder

Haz-Mat
Hazardous Materials

HPCC
High Performance Computing and Communications

HTML
HyperText Markup Language

Info Ops
Information Operations

LIS
Long Island Sound

NMCC
National Military Command Center

NORAD
North American Aerospace Defense Command

NPAC
Northeastern Parallel Architectures Center

OODA
Observe, Orient, Decide, and Act

OTH-B
Over-the-Horizon Backscatter Radar

OPLAN
Operations Plan

PC
Personal Computer

RO
Radar Operator

ROCC
Regional Operations Command Center

RL
Rome Laboratory

SEMO
New York State Emergency Management Office

SGI
Silicon Graphics 

SOCC
Sector Operations Command Center

SOF
Status of Forces

SU/NPAC
Syracuse University, Northeastern Parallel Architectures Center

URL
Uniform Resource Locator

VRI
Vanguard Research, Incorporated

VRML
Virtual Reality Modeling Language

VTC
Video Teleconferencing

YUV9 codec
Video coder/decoder
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