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General Earthquake Models (GEM's)


1. What are they?

· "Massive" computational simulations of fully dynamic, interacting fault systems embedded in realistic earth models

· Example: Fault system 2000 km x 20 km deep, at 100 m Resolution will require N = 4 x 106 elements or "particles"...

· N2 interactions = ~ 1012 Green's functions


2. What is the purpose?

· A means of "organizing" or "focusing"the comprehensive study, including theory, simulations, laboratory, and field activities, of the strongly nonlinear, complex phenomenon of earthquakes, similar to the role played by General Circulation Models in Atmospheric Science

· Example: Questions that could be answered include 

1. How is present m < 3 seismicity in the Mojave related to the possibility of m ~ 6 events in Palos Verdes? 

2. Are there any detectable signatures of impending moderate-to-large earthquakes in crustal deformation or seismicity data? etc.


3. How would the process work?


Goal is to produce an evolving, increasingly sophisticated group of codes that can compute all observable variables from a numerical simulation of synthetic earthquakes in a given spatial region over a given period of time to a given space-time resolution, or space-time scale
To produce a believable simulation, one needs 

1. advances in theory;

2. advances in hardware and software; 

3. specific laboratory data to fix parameters in simulations;

4. specific field data to validate the simulations, to provide hypotheses to test, and to provide initialization data for possible "predictions" of various kinds (as opposed to "EARTHQUAKE PREDICTIONS")

Two Kinds of GEM "Products"

1. Numerical Laboratories (NL mode) for Studying the Physics of Earthquakes
Some Problems with "direct observations":
a) Earthquakes occur on time and spatial scales that are prohibitive to many direct observations

b) Impossible to know state of stress, deformation, pore pressure, etc. on natural faults everywhere and for all times

c) Need for carrying out some experiments that may be too dangerous to ever test in the field, e.g., can water pumped down a fault release stress in a series of small events rather than one big one?

d) System is known to be fundamentally nonlinear -- thus has some kind of dynamical attractor -- question is, what is the geometry and nature of this attractor

GEM - type NL models can address many of these issues, if we can adequately validate them
2. Testbeds for Developing and Testing Numerical Earthquake Forecasting (NEF mode) Methodologies
Problems:

a) Earthquake forecasting or prediction methodologies cannot be used without at first testing, evaluating, and "scoring" them

b) How to "initialize" an NEF model with prior data?

c) What is the role of unmodeled, sub-grid scale processes?

NEF models must be approached with extreme caution so as not to misuse them

Advantages to GEM's

1.
Provides one means of "attaching priorities" to the various observational, laboratory, numerical, and theoretical tasks

2.
A focus and an organizing principle for earthquake science: 

· Unexpected new observations can be interrelated and explained using simulations

· Introducing new physics in simulations can be used to develop hypotheses to test with observations

3.
GEM's are fundamentally an earthquake science activity, the results of which represent necessary inputs to engineering hazard calculations

4.
GEM's are timely, in the sense that:

· New data types, including broadband seismometers, interferometric SAR, and continuous GPS arrays will provide the quantity and quality of data needed to develop the models

· Recent computer hardware and software developments, together with communication and messaging advances, enable far more sophisticated simulations than possible only a few years ago

5.
Interactions with parallel efforts in Japan (CAMP) and Australia (ACES) will be enabled by GEM-type approach

6.
Advances in earthquake science will now be coupled to advances in computational science, enabling access to a broader array of scientific talent and resources

Objections to GEM's

1.
Simulations can only reproduce previously "known" results, i.e.,  "You can only get out what you put in..."



Counterexamples:

a) Lorenz equations and deterministic chaos, first discovered in the computer in 1963, later verified in atmospheric observations, wind shear experiments, electronic circuits, orbits of planets, etc.

b) Discovery of period doubling route to chaos, discovered in the computer, later observed in laboratory experiments

c) Boeing 777 designed entirely by simulations (no wind tunnel or field experiments in initial design)

d) See for example, recent issues of Physical Review, books  (Casti)
2.
"GCM's are fundamentally unlike the earthquake problem, since they have Navier-Stokes equations" 




Ah, yes,but they DON'T have, for example:

a) A viable model for clouds (warming or cooling?)

b) Adequate models for air-sea, or land-atmosphere interactions (how much vapor exchanged?)

c) Adequate models for ocean currents, surface winds, solar fluctuations, dust particles, etc.

d) Adequate constraints on the history of the atmosphere




While we DO have:

a) Interactions via elasticity & viscoelasticity

b) A (small) number of candidate friction laws

c) Substantial data on the configuration & history of faulting, etc.

Relationship of GEM to

 SCEC and "CERC"

Two Basic Possibilities:

GEM to be a subgroup, or "Working Group" within Center, similar to role of SCIGN within SCEC

GEM to be integrated into the core of the Center, as one of the "alphabet soup" groups, similar to Seismology Group, Deformation Group, Master Model Group, etc.

Choice Depends on:
1) How Center is administered: Managerial structure, use of matrix managment methods, etc.

2) Whether computational activities are seen to be "centered" in Southern California, Northern California, or both

3) Relationship of non-California institutions (core institutions or not?) to the California universities 
Note:  This topic needs discussion, because computational facilities and personnel will in any case be distributed all over the country and the world

Organization of GEM Activity
1: "Lead Investigator" or "Group Chair" or  "Coordinator" or whatever...
Overall responsibility

2: "Working Group", or "Steering Committee"
Advisory and decision making body

3: "Activities", or "Task Forces"
· Computational Science:

GC Fox, Syracuse

· Earthquake Physics:

Many Choices

· Model Parameters:


Many Choices


· Validation & Calibration;

T. Jordan, H. Kanamori + others

· Workshop Committee:

J. McRaney & C. Keller

Short Term Testbed Problem



Our workshop identified a focus problem: Quasi-static evolutions of stress field - California
· 1: Model:
· viscoelastic

· fixed faults

· stress interaction via Green’s function


· Past:  ~ 100 fault patches

· Currently Possible:  ~ > 104 fault patches


· 2: Inputs:
· fault geometry

· initial stress field (past events)

· tectonic loading

· 3: Outputs:
· events

· stress fields


· deformation fields

· 4: Relevance:
· hazard models

· earthquake scenarios

Longer Term Foci of GEM

5. 1: Enabling large scale simulations
· Implement Fast Multipole Methods -- reduce order N2 calculations to order N, or at worst, order N log (N)

· Develop an Object Oriented computing environment, similar to the POOMA framework developed by ACL/LANL for ASCI:

· Each dynamical process becomes an "object", such as, e.g., friction law

· "Plug & Play" methodology, interchangeability of Objects

· Use of Shared Memory Processors with vector and parallel calculations

· Distribution of calculations across a heterogeneous, geographically separated network of computers, bandwidth & latency requirements

· Adaptive, dynamic mesh generation

6. Symplectic integrators for PDE's

7. 2: Assessing the role and importance of sub-grid scale processes:
· Unmodeled faults, heterogeneous rheology & material properties, boundaries
3: Assessing importance of wave and inertial dynamics in determining the evolution of the system for highly three dimensional models
4: How do space-time patterns and correlations form, and how can we interpret them. (Feedback loops)

GEM Models:  What are We Looking For in Earthquake Source Physics?
1. 1: Cataloging Space-Time Patterns
2. Possible number of patterns is scale dependent:  Larger the space-time scale for a given fault system, fewer the possible patterns

3. 2: Identifying the Parameters that Control the Physics
4. 3: Role of Unmodeled, or Sub-Grid Scale Faults, Processes

5. Universality:

· ]Importance of waves in determining the dynamics

· Importance of details in friction laws, fault geometry, rheology, lateral heterogeneity

· Role of uncertainties in friction laws

· Role of noise and random events

· Determines selection of patterns...?
· Quenched vs. Annealed

· Coupling to unmodeled faults

· Hidden or blind faults

· Nature of the forcing

· Rheology

· Generality, in the sense that solutions to these problems can shed light on other physical processes: neural networks, superconductors, etc.

CERC:  Suggestions for Founding Principles


Generality 


vs. 

Specificity

· Ideas and results should apply to many or perhaps all fault systems, rather than to just one specific site...emphasizes importance of modeling and simulations

· Looking for underlying principles, fundamental processes, not field area specific information


Statistical Physics 

vs. 

Deterministic

(high dimensional complex)


(low dimensional chaotic)
· Recognize that much "data" will always be unobservable, and we must evolve ways to deal with this problem

· Focus on space-time patterns & correlations...essentials of the nonlinear dynamics of complex high dimensional systems

· "Ensemble" predictions vs "Deterministic" predictions


Integrate Models & Simulations with Data Collection
· Two activities are not separate enterprises

· Data most useful with models, models must be validated by data

CERC:  Suggestions for Organization


Statewide Director & PI, plan for rotating director


One Institution should be "Managing Institution" through 
which money flows...USC?
· Director to have a temporary faculty appointment at MI if not permanent faculty

· Define specific role and influence of MI

· "Center Manager" to be located at MI, reports to Director



Northern & Southern "Coordinators"


Build carefully on success of SCEC, don't expand too 
much, too fast!

· Core Institutions should be California Universities

· Other universities should be Affiliated Institutions


New name to symbolically differentiate New Center from 
Old


Less frequent topical seminars:

· Every  ~ 3 - 6 months, instead of monthly

· Pick nice locations for meetings


Projects should not be focussed on field sites, but on 

scientific problems...project teams should include 
personnel from both north & south

