I believe Buffalo's proposed computational physics program is very innovative and is well designed with a good mix of fundamentals and practice; physics and computer science. I consider it likely to make a physics major significantly more attractive for undergraduates. As you gain experience, some evolution of your curricula seems likely. Here are some suggestions to consider. I would consider a "research project" very useful and far more valuable than the traditional advanced physics laboratory in your syllabus. I would de-emphasize discrete mathematics which, although a highlight of Syracuse's computer science program, is not very useful for the type of student you are interested in. They must have a mastery of applied mathematics. I would add a course on computer systems built using (today) Web technology (essential for your educational software example). I also recommend material on financial modeling, heuristic optimization and data analysis -- physics related computational areas with many jobs. I note that I hold a joint appointment in physics and computer science.

I greatly respect Tony Skjellum who I have known for many years and I think he would write a good book that was well written. However Tony is known for his independent approach and this is evident in the plan for this book. His novelty is refreshing and suitable for a research monograph but I believe this book is too "off center" to be of much value as a student textbook. It would be a useful resource for instructor. A central problem is that it does not address parallel computing very seriously and yet this is typically dominant theme of advanced courses in this area in most colleges. Software engineering has been ignored by the HPCC/scientific computing communities, as there are not good (agreed) approaches that work for parallel machines. Thus I see the discussion here as a potentially interesting research agenda but inappropriate for a "production" course.

Now your questions:

1) I teach a base computational course CPS615 open to application and computer scientists. There is a well-established degree program in computational science.

a) Current enrollment is small and dropping (It used to be 50 per year in CPS615 but now a handful) as the Web is seen as a better place to get jobs.

b) Other "competing" courses are "distributed computing" for computer scientists and application specific computation courses such as computational physics or computational fluid dynamics courses in engineering.

2) I have found no very satisfactory book as field is changing so fast
Ian Foster's book is one of most useful. Another comes from the Netherlands

3) The only books I use easily, are those where I can extract modules as nature of field makes any one book unlikely to be complete or up to date.

4) There is seemingly no serious discussion of parallel computing which is considered both central and sufficiently hard that it puts its stamp on all other topics. It is not clear if there will be much discussion of "algorithms"

5) The case studies seem important to me and in fact I would move them up to motivate the technology discussions.

6) As above, I think the software engineering is a) wrong (new Web based approaches will change the best practice) and more importantly b) inappropriate as need to address parallel computing compatible approaches.

7) This book is unsuitable for claimed second course as omits discussion of central issue -- namely parallel computing

8) I find it hard to judge book from this chapter as it appears to be on a topic which is not along major theme of book and so hard to extrapolate chapter to book. I found it readable but having a presentation or glossary style (a lot of short bullets). I note that material such as Morton ordering is nifty but too exotic for the intended audience. I found the examples as good and having a more central theme than most of text in chapter. However as these did not address parallelism they were again not so useful.

P58 Referee Report

This is an interesting paper, which should be published. I would suggest one enhancement. Namely the CM-5 is by now an obsolete computer and the quality and relevance of the parallel algorithm would be easier to understand if performance was either measured or estimated on today's canonical machines. These include PC clusters SGI Origin-2000, IBM SP-2 and Cray T3E.

P58 Letter

We enclose two referee reports on

P58:

We would be pleased to publish your excellent paper but suggest you may wish to address some of the referees' relatively minor comments. We will publish a revised paper without further review.

We thank you for your interest in the International Journal of Modern Physics C.

C362 Letter

We enclose two referee reports on your excellent paper.

C362:

We look forward to a revised version of your paper, which addresses points raised. You are not required to rewrite introduction as suggested by one referee, and we will publish a revised paper without further review.

We thank you for your interest in Concurrency:Practice and Experience.

C368 Referee Report

This is an interesting well thought out paper. It is unfortunate that the KSR platform used is obsolete. Thus I would suggest adding comments as to how results generalize to more modern machines such as the Origin 2000. It is not necessary (and perhaps not practical) to implement your method on a newer machine but your expectations as to machine and architecture extrapolations would be useful to the reader

C368 Letter

We enclose two referee reports on

C368:

We would be pleased to publish your excellent paper but suggest you may wish to address some of the referees' relatively minor comments. We will publish a revised paper without further review.

We thank you for your interest in Concurrency:Practice and Experience

C369 Referee report

I liked this paper but found the speedup discussion confusing. It was unclear to me what the performance of the best algorithm was and I suggest a better discussion of the issues effecting parallelism. If possible, this should suggest how the results scale to larger problems running on more parallel nodes.

C369 Letter

We enclose 3 referee reports on

C369:

We would be happy to publish a revised version of this excellent paper which addresses the referees' minor comments. A short memo describing your answer to the referees' comments should accompany this revision and we expect to publish it without further review.

We thank you for your interest in Concurrency:Practice and Experience

C371 Referee Report

This is an interesting paper in an important area. However it must be possible to present the material in a more concise fashion. I suggest reducing some of the mathematical discussions and finding a more effective presentation of the numerical results than the current plethora of figures without much discussion.

C371 Letter

We enclose a referee report on your paper

C371:

We agree that the paper could be usefully shortened and look forward to a revised paper that can be published without further review.

We thank you for your interest in Concurrency:Practice and Experience

C373 Referee Report

This is sound paper making useful technical contributions, which are clearly described. The paper would fit the style of the journal much better if there was more "Practice and Experience" and I suggest increasing the discussion in sec. 8 with practical problems and results. For instance FFT and Sorting of 16 items (which appear to be topics of sec. 8.1 and 8.2) are hardly serious large-scale computations.

C373 Letter

We enclose a referee report on

C373:

We would be happy to publish a modification of this paper with a more practical flavor as suggested by the referee. Please enclose a short memo describing your changes with a resubmission of a modified article.

We thank you for your interest in Concurrency:Practice and Experience

