The Hall D Virtual Experiment

Introduction

The search for exotic mesons being planned for Hall D
 at the Thomas Jefferson National Accelerator Facility (JLab), like many modern scientific endeavors, will result in the production of large volumes of complex, high-quality data from many sources.  These data include the experimental measurements, information on the state of the experimental conditions, information describing the status and results of data analysis, and simulations of the detector required to understand its response during the experiment.   For Hall D scientists, the exploration of the physical phenomena depends on their ability to efficiently extract information from the large volume of distributed data using a complex set of interrelated computing activities.  From the point of view of this proposal, the Hall D detector, measurements, subsequent analysis and the people involved represent an evolving, complex information resource.  The goal of this project is to create a virtual experiment by integrating all of these information sources.  Our main research foci will be to establish the formal specifications and procedures necessary to integrate all archived and derived information into a common access framework and to apply them to create the Hall D virtual experiment.  We believe that significant efficiency gains will result from the availability of the virtual experiment and those gains will translate directly into more emphasis on producing high-quality physics results.

The Hall D virtual experiment treats the physical experiment as an information source and seeks to capture all of the information generated by the Hall D project within the virtual experiment.  Methods for obtaining or deriving information not yet realized within the archived data resources are an important component of the virtual experiment.   Such methods, which evolve over time, include programs that work directly on the available data for calibrations or physics analysis, programs that simulate the experiment, requests to make real-time measurements of environmental conditions or questions asked of experts.  Because the Hall D virtual experiment will organize information from a great many sources and serve many purposes, it is expected that different tasks or people within the Hall D project will require a different organization the same information.  

While this effort is focused on Hall D at Jefferson Lab, the solutions to the challenges inherent in creating the Hall D virtual experiment serve as prototype solutions for many other experiments and activities.  Critical challenges that must be met include:

· Developing specifications that describe all information within the virtual experiment and facilitate searching, assembling, creating and organizing the information.

· Developing specifications for describing the organization of information within a virtual experiment.

· Developing procedures for searching the virtual experiment.

· Developing procedures for including real-time measurements, derived information, and archived data into a virtual experiment.  (This includes incorporating the necessary security and access restrictions for real-time measurements and distributed computing activities.)

·  Developing specifications and procedures for defining and managing versions of virtual information and virtual experiments.

· Developing tools for applying these specifications and procedures to real-world problems.  The tools must be simple enough so that people who are Hall D experts are able to use them reliably.

Planned Hall D Computing Environment

The current plans for the operation of Hall D indicate that it should generate approximately three Pbytes of data annually from three main sources; experimental data will be produced at a rate of about 0.75 Pbytes/yr, offline analysis will produce an additional 1.5 Pbytes/year and event simulations will produce about 0.75 Pbytes/year. These estimates under predict the total data generation slightly, since they exclude final physics analysis, calibration and development activities.  The Hall D detector generates experimental information at a very high rate (up to 100 Mbytes/s), yet computer programs generate the majority of the information.  Consequently, analyzing the experimental data (offline analysis) and modeling the detector’s performance (event simulations) require significant computing resources.  

The next few paragraphs describe some of the computing resources required to conduct the Hall D experiment.  These distributed resources will be created as a set of computer systems specifically designed to address individual computing tasks.  The primary activities include:

· The first pass offline analysis that converts the experimental information into more meaningful physical information, such as particles, momenta and energies;

· The detector calibrations that provide information for converting measured electrical pulses to times, energies and positions.

· The event simulations that model the detectors response to particles of known masses, energies and momenta.

· The physics analysis that uses the measured particles, momenta, and energies to reconstruct the reactions taking place.

Funds are not included in this proposal for creating these computing resources or for developing the specific computer codes needed to carry out these steps.  This information is being provided to define the scope and diversity of the information involved in the Hall D project.

Data collection takes places on computers dedicated specifically to the task.  These computers acquire the event information from the detector and pass it to a computer cluster for filtering in real time.  Those events that pass the filter will be written to a tape archive at Jefferson Lab.  One of the critical activities during this time is the collection of information about the state of the detector.  The detector has approximately 50,000 active detector elements and information about these elements must be automatically recorded and stored in real time for use in subsequent analysis.

Data calibration requires the repeated analysis of a small subset of the experimental data. Retrieving this data from tape often is delayed due to long tape access times.  To overcome this problem, we expect to create a second data output stream that duplicates a small fraction (0.5 to 1%) of the experimental data onto a dedicated calibration system.  An inexpensive computer system will be created to maintain approximately two years worth of calibration data (about 30 TBytes) and to carry out the computing needed for detector calibrations.

For the experiments currently running at Jefferson Lab, data location, efficiency and quality control issues have confined most first-pass analysis activities to Jefferson Lab.  Jefferson Lab computing facilities will be expanded to meet the expanded archival and computing needs for the Hall D data.  However, we hope to make it possible for people who reside somewhere other than Jefferson Lab to contribute effectively to the first-pass analysis.  This requires the development of routine methods for distributed collaborators to work together on first-pass analysis and stay informed of the analysis progress.

Event simulations play a key role in this project since we anticipate that the quality of our results will be limited by systematic errors.  This means that understanding the detector is critical.  Simulations are a relatively straightforward and compute limited task.  Our plan, which is motivated by the CMS computing plan, is to distribute the simulation effort among several of the institutions within the Hall D collaboration.   We are planning to operate several simulation centers (3-5) that will serve as both compute and data resources for the experiment.  

Distributing the simulations over several sites requires that we develop the infrastructure to manage such systems (there are several universities within the Hall D collaboration which currently operate smaller systems).  We must also develop a transparent mechanism for running simulations on these facilities and for communicating the results of the simulations to the rest of the collaboration.  If one adds enough resources to each site to allow the collaboration to manipulate the results of the simulations then it may never be necessary to transfer the simulation results from one site to another. To make such facilities usable, one must deploy software tools that enable the remote submission and tracking of jobs on any of the computer systems and integrate the simulation database with the online and offline databases.  Such systems are just now coming into common use.

One of the key activities of the physics analysis is the partial wave analysis of the experimental data.  This process relies on the determination of the maximum likelihood and has been essentially unchanged for decades. The problem is almost trivially parallel and therefore can be performed on a loosely coupled cluster of computers.  We intend to perform this activity on a cluster created expressly for this purpose, to explore several alternative algorithms that are suitable for exploring alternative solutions and to develop 3-D visualization tools to help evaluate the quality of our results.

Research Activities

Benefits of the Hall D Virtual Experiment

Traditionally, large distributed teams of graduate students and researchers developed specialized computer programs and software systems to conduct an experiment’s computing activities.  Such systems generally have an unacceptably high dependence on the original authors, require large ramp-up times to use and are very labor intensive to produce and maintain.  Furthermore, the entire process does not scale well as the data size and complexity increases because the codes and computing environments are frequently lax about the way they track what has been done.  As a result a significantly large fraction of a scientist’s time in conducting such research must be devoted to routine computing activities such as learning how to use the codes, code management and installation and data management.

Creating an environment that enables scientists to efficiently access all the information within from an experiment will produce a significant reduction in the time they must devote to computing activities.  By concentrating on improving the efficiency of the environment we hope to enable more scientists to participate in science rather than computing and by reducing the learning curve for computing we hope to include more people in the process.  The computing resources required by Hall D are substantial and will be organized based on a Grid Computing model.  However, this proposal is not intended to fund the computing infrastructure or to fund the development of the physics software, data analysis code, or any other normal part of the Hall D experiment – rather it focuses on dramatically improving our ability to develop and use these systems and to produce an integrated software system that is fundamentally different from existing systems.

To accomplish this we must integrate modern information technologies into all aspects of the experiment.  The Hall D virtual experiment will be designed to access all the data and computing services needed to conduct the experiment (The Hall D grid) and to facilitate collaboration by a widely distributed group of people.  All information created as part of this experiment will be described and distributed in XML.   In the process we will develop general tools to facilitate data description and interpretation and develop a customizable view of the integrated computational and data management services.   The result will be similar to a personalized electronic logbook that organizes existing information and the resources needed to create additional information.
Adopting this approach has several distinct advantages for Hall D computing activities:

· It produces a single point of contact and a common interface for all computing activities.  This is expected to dramatically reduce the learning curve for those joining the effort.

· It greatly simplifies the software that a user must install to fully participate in Hall D computing activities (they would be required to install a web browser).    This should be contrasted with some of the existing systems that require significant, repeated software installations and extensive coordination efforts.

· It allows us to design efficient computing systems to deal with specific computing problems and to greatly reduce scheduling problems found in general purpose systems.

· It helps insure that the services underlying the portal are high quality.  Everyone uses the same version in the same environment so problems can be found quickly and resources directed to their solution.

· It forces all information to be presented in a standardized self-describing format.  This allows broader access to information and the development of standard tools for accessing and organizing the information and services.

· It provides universal access to the data and services, subject to reasonable security considerations.  This allows more efficient remote participation in data taking, data analysis and problem solving.

The net results are a substantial reduction in the overall cost of computing and an improvement in the quality of the Hall D scientific enterprise.
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