Commodity Parallel Computing

Coral is a modest size (32 compute nodes and a server) PC Cluster optimized to support technical computing. The Coral project is an excellent activity, which helps ICASE and also provides an important model for general use in aeroscience at Langley and elsewhere in Industry and academia. This use of PC clusters is an approach to technical computing that is expected to grow in importance and be efficient in the majority of computational fluid and related applications. The ICASE staff in this area seem enthusiastic and competent but their work could befit from interacting with selected visitors. There are many interesting projects around the country, which are developing software to support PC Clusters. One local example of high quality is Andrew Grimshaw’s group at Virginia. We recommend continuing and expanding Coral to maintain it at the leading edge of hardware and software. It should be an asset in future ICASE research and proposals.

Formal Methods

ICASE has two excellent postdocs in the formal methods area who are working closely with the safety program at Langley. This Langley effort has in turn close ties with Industries like Honeywell and Collins. The postdocs are linked to several academic sites especially SRI. Further the postdocs seem to be able to maintain their research and benefit from the practical problems coming from industry.

This is an example where NASA benefits from ICASE’s ability to hire foreign nationals – Europe has historically been stronger in the formal methods area than USA.

There is one obvious “negative” – namely this activity does not interact strongly with the other major areas in ICASE but the Langley ties counterbalance this.

Environments for Parallel and Distributed Computing

This covers work led by Piyush Mehrotra in the area of software frameworks for parallel and distributed systems. This is a central activity in computer science research directly related to Langley’s main aerospace mission with large-scale physical simulations. The ICASE parallel computing work (HPF, Opus) is mature but ICASE built a good reputation in this area and Mehrotra is recognized as an important member of the National community. Mehrotra is correctly changing the focus from Parallel to Distributed systems and to looking at new possibilities such as the use of Java in High Performance and Scientific Computing. Mehrotra was selected to be program chair of the next Java Grande ACM Meeting, which reflects the respect that his work has. (Java Grande activity was originally set up and coordinated by Science Council member Fox but now is run by a steering committee). ICASE has developed an interesting system Arcade that illustrates how Object Web technologies can be used to build powerful multidisciplinary analysis systems – an area of importance to Langley. 

Mehrotra is a key member of the ICASE team as he not only focuses on this central activity but also provides leadership for all of ICASE’s CS activities. With the declining number of visitors, Mehrotra’s general leadership role is critical.

Parallel Visualization / Digital Virginia / Digital Earth

ICASE developed a world class effort in parallel visualization several years ago and it is unfortunate that program cutbacks have limited the opportunity to build on this creative work by Crockett, Ma and others. Still the group maintains this excellent capability and has used in preparing a role in NASA’s digital earth initiative. 

ICASE needs to focus but there are considerable uncertainties as to where this focus should be. Thus it seems wise to keep a modest high quality effort in visualization but re-evaluate it when ICASE’s best technical focus is clearer.

ICASE – The Agent of Change

Many discussions were held during the Science Council meeting on the relevance of Information technology (IT) to the aerospace industry. This is a complicated issue for ICASE as Ames has the lead role in this area. However there are some important IT projects that are natural for Langley. Formal methods for Avionics Systems are being addressed by ICASE already. However a more central IT thrust would be the area of collaborative engineering as has been proposed in NASA’s ISE initiative. ISE’s status is uncertain but surely such activities on the interface between engineering information and collaboration will be very important for both NASA and Langley.

It will be hard to quickly “reboot” Langley to address IT areas of relevance to NASA but ICASE is far more nimble. Indeed as the key IT technologies are moving with Internet Time (no project can last more than 6 months), small dynamic groups of the ICASE model are the only plausible approach. ICASE could help jumpstart Langley in collaborative engineering with a new project with funding in the $1M per year range.

Parallel Numerical Algorithms and Optimizations

Parallel Libraries
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