Critical Research Issues Posed by the Virtual Experiment Environment Design Problem.

Very large experimental systems generate trillions of event records.  Extracting scientific knowledge from this data often involves many complex computational processing steps conducted by large collaborations of people working at remote locations.  As the computer and networking technology has improved, we now have the potential to ask far more exciting scientific question than we could before, but the increased complexity of these questions has not been matched by an increase in our ability to build the software to efficiently manage the task. For each new experiment we put together an ad hoc set of tools consisting of non-reusable custom analysis programs and poorly suited commodity tools which we hope will be adequate for the task. This is a problem that is common to all of experimental science.    The lack of a technology to build efficient, extensible and reusable analysis tools that can be optimized for each new experiment and its associated data classes is a serious roadblock to making progress with the basic science.  In addition we do not have an adequate collaborative problem solving framework that allows groups of experimenters the ability to manage these complex, distributed large-scale simulation and data analysis problems.  

To understand the details of the problem one must understand the nature of the data and its associated metadata.  At one level are the events.  These come in highly structured streams of simple objects that represent instrument events.   At another level is the metadata that describes each class of event object, the types of processing functions that are applied to them, the descriptions of the instruments that generated them and the scientific documentation and annotations related to each observation derived from the analysis.   The metadata is a deeply nested hierarchy of class descriptions that changes from one experiment to the next.  The event object streams are highly structured collections that are archived in fast mass store systems.

While it has been well understood for some time that object oriented technology was an important organizing conceptual framework for managing and interacting with the data, commercial object database systems do not provide the right framework for writing efficient analysis and mining tools.  The problem is one of separating the metadata from the data.  A typical object model such as that used in Java, is very inefficient for storing scientific data.  This is because each Java object is complex beast that is capable of answering questions about itself  (reflection) and is very costly to serialize.  This is because the metadata about the class of the object is closely bound to the object itself.  Scientific experiment data is not stored that way and the application filters that process this data must exploit this fact or the processing will be too slow to be useful.

In this proposal we will explore an alternative approach  that draws upon our experience with compilers for object oriented systems for parallel and distributed computing.  Our plan is to allow the user to describe data mining operations that search the event streams as transformations on the metadata associated with the objects.   A compiler can generate analysis codes that would operate directly on the densely packed event streams.  This same technology would allow any object to have a virtual object interface that would allow it to be accessed over the network as if it were a true remote object (in the Java or CORBA sense.) 

Our long range goal is to incorporate this technology into a Grid-based, collaborative problem solving framework that allows groups of experimenters the ability to manage complex, distributed large-scale simulation and data analysis problems that involve trillions of individual objects.  

To prove these concepts we will work we will build a scalable, secure framework for managing the information, collaboration, process workflow and scientific results that make up a HALL–D experiments.  This framework should interoperate with and leverage existing technology as well as results from other Grid related ITR research efforts.

