
June 5, 2000

Brig Gen Thomas F. Gioconda

Acting Deputy Administrator for Defense Programs

National Nuclear Security Administration

United States Department of Energy

1000 Independence Avenue, SW

Washington, DC  20585

Dear General Gioconda:

I write to give you the report of the ASCI Blue Ribbon Panel.  Our review examined the ASCI program in response to your letter of April 17, 2000 (see Appendix A) and Dr. David Crandall’s charge to the Panel.  The Blue Ribbon Panel comprised a distinguished group of experts from academe, the United States Government, the nuclear weapons laboratories and the private sector (see Appendix B). We met in Washington, DC on May 4-5, 2000 (see Appendix C).  The Panel appreciated the opportunity to discuss the ASCI program with you, and to review our preliminary observations, findings and recommendations in depth with Dr. Crandall and Dr. Paul Messina on May 5, 2000.  

We find that the ASCI Program remains generally on track, but must address significant risks, some of which are found in the entire Stockpile Stewardship Program (SSP).  The Panel finds that the ASCI Program has made substantial progress since our last review in January 1999.  ASCI is clearly one of the crown jewels of the SSP, and the program pace appears about right.  Many of the issues we raised in our February 1999 report have been addressed, although significant concerns linger and new issues have arisen.  Our observations, findings and recommendations on these points are elaborated in the balance of this letter, which is organized around the questions that you and David Crandall asked us to consider.  

Are technical program objectives properly aligned to support our Nation’s shift from test-based to science-based stockpile stewardship?  Is ASCI making a contribution to the Stockpile Stewardship Program?

We have refined our earlier statement of the most important ASCI program objectives:

1) Attract, train and retain the next generation of technical personnel to maintain and improve the stockpile.

2) Develop the computational capabilities necessary to solve present and future stockpile stewardship issues

3) Perform predictive simulations that integrate experimental data, better models, and past nuclear test data to help designers address relevant stockpile issues in the absence of nuclear testing.

We still believe that these objectives are very ambitious, and that the time line is aggressive, though necessary to achieve the goals of the SSP.  This implies that there is risk in meeting these deadlines. Aggressive goals are proper in this type of program to achieve the maximum progress in the shortest possible time.  In addition, there are technical risks involved in many of the sub-areas since so many of the program objectives have never been attempted before.  Finally, there is risk that an unanticipated problem may occur for which no resources have been allocated.  We believe risks such as these are acceptable, and even necessary, for such an ambitious project.  The Panel believes that the level of risk of ASCI meeting its objectives has increased since January 1999, largely owing to budget issues.

The training of the next generation of technical professionals remains the single largest problem facing not only ASCI, but also the core competencies throughout stockpile stewardship. ASCI is the magnet that will attract the computational talent that will lead the DOE labs through 2030 and beyond.  ASCI is also a magnet that will attract talented students to the computational sciences, and we commend the program for its encouragement of university alliances to attract high quality, technically trained young people.

ASCI should and will enable integration of new and improved physics modules to solve problems not heretofore addressable.  These physics modules require a minimum critical level of computer capability to be useful and this capacity to a large extent governs the aggressive upgrade plans for ASCI hardware.  New physics will reveal new phenomena, and new physics is enabled by new computer capability.  Algorithmic and physics modeling advances are driven by smart scientists attacking new problems that were previously intractable, and ASCI is the enabler.  Hardware and software plans for ASCI are appropriately aggressive. The program should also give increasing attention to areas in the commercial world such as data bases and communications where development is also rapid.

The Panel finds that ASCI is generally on-track.  The achievements of the CY99 mileposts and milestones are impressive. ASCI is making strong contributions to SSP, and could make even stronger contributions if some of the major issues discussed below are addressed successfully.

Overall, we continue to believe that the ASCI program objectives are reasonably aligned to assure program success, and only their relative emphases need to be addressed.

Is the ASCI program being properly executed to achieve its technical objectives?  Is the program meeting its milestones?
Two days of meetings did not allow us to complete a detailed analysis of a program as large and complex as ASCI. In addition, the program is still in a relatively early development stage. Nonetheless, ASCI has already achieved spectacular computational science.  ASCI is the world leader in developing and linking large applications and has demonstrated remarkable simulations of complex, multidisciplinary science on large-scale, parallel computers both in the core program and the Alliances.  This computational science tour-de-force is critical for stockpile stewardship and is also a beacon for simulation-based science in industry and academia.  The software (problem solving) environments developed in ASCI are the most sophisticated in the world.  

In some areas we do not have sufficient information to draw definitive conclusions, and in others it would be premature to do so. Therefore, in addressing the question of whether the ASCI program is being properly executed to achieve its technical objectives, we have focused primarily on identifying those areas that we believe to be crucial to the success of the program, and that require the ongoing attention of its management.

Science

The Panel still believes that a major question regarding the program is whether the level of basic scientific input is adequate to meet the objectives of stockpile stewardship.   Close ties to SSP scientific work funded outside ASCI, especially theoretical and experimental research in the physical sciences, are essential.  ASCI efforts must be tightly coupled to an active research program in the underlying scientific areas being modeled. 

We stress the particular urgency in materials theory, where the current state of the art is insufficient to meet SSP requirements Although the limited time available precluded our in-depth investigation of  this issue, see Appendix D for the views of the Panel’s materials theory expert offered after our meeting.  It is of crucial importance for DOE to support development of the fundamental underpinnings of quantum simulation of materials.

Hardware 

The hardware program is very impressive, and continues to be a world-class effort.  The current plan is appropriate and has been successful.  We endorse continuation of the current strategy of purchasing large clusters of symmetric multiprocessors.  We note also that dependence on one large system at a time implies significant programmatic risk. Each ASCI system is unique, the largest system delivered by its vendor; furthermore, shifts in vendors eliminate opportunities to exploit experience gained with earlier generations of the same system.

It is important to invest in the future.  In the near term, the Program should continue and enhance its Path Forward element, which could be expanded to operating system features that would allow improved utilization of ASCI systems.  It is also imperative to engage in research on a 5-10 year horizon; no other government agency is doing so, and consequently the research and development pipeline in high-end computer architecture and software is drying up.

We are pleased to hear that, since our earlier review, the likelihood of the labs having to take on the task of system integration and/or system software development in order to meet the schedules for the 30- to 100-TeraOps machines has been reduced.  Unfortunately, budget pressures that have led to the cancellation of plans to acquire a 50-TeraOps machine, as well as a delay in constructing the facility to house it, have substantially increased the risk that ASCI will not meet its SSP objectives. We say more about this in the major section below on Facilities.

Algorithms

Improvements in algorithms have traditionally played an equal role with increases in computer speed in advancing large-scale simulations.  Attention to algorithms is essential for ASCI, with a careful mixture of generality and focused efforts; the problems to be solved are sometimes generic, but sometimes have unique features that are likely to call for special-purpose techniques.  The Panel suggests keeping algorithmic options open as long as is reasonable.  It would be helpful to create a program-wide process for evaluating the relative merits of algorithmic approaches that are fundamentally different from the viewpoint of physics.

As in our report from last year, we highlight the importance of work on nonlinear algorithms.  There has been notable progress so far on scalable iterative methods for linear systems, but there is a continuing need for work on nonlinear partial differential equations at multiple scales, meshing of complicated domains, approximation, and nonlinear optimization.

Software

ASCI's approach to organizing software production is excellent.  We applaud the progress in integration, attention to software engineering, and code verification.  

The Panel believes that an overall software life cycle/architecture plan should be devised that reflects costs and ASCI-specific requirements, keeping in mind the leverage of commercial developments. Although ASCI can expect industry to provide base software technologies, commercial organizations are unlikely to supply the needed high performance computing environments. We suggest adopting a strategy for software such as Problem-Solving Environments similar to the hardware implementation strategy.  Although ASCI's current problem-solving environment activities are highly sophisticated, there is remarkable progress in industry and academia in core software technologies driven by the Internet.  These emerging ideas need to be evaluated and inserted into the ASCI environment as appropriate.  State of the art software is no less important to ASCI than having the best available hardware, and we suggest an approach of "software technology insertions" roughly every three years as is done with the hardware.  Finally, as with high-end hardware, ASCI should invest in long-term research on high-end software such as optimizing compilers and related tools that can improve programmer productivity as well as code efficiency.

The Panel was happy to see the beginnings of formulation of metrics for code development.  This process will need increased emphasis as more complex ASCI codes are written.

The Panel is pleased with the current balance among hardware resources, software development, and algorithm research.  Each of these accounts for approximately one third of the ASCI Budget.

Visualization and Data Management

In last year's report we observed that the Visualization Interactive Environment for Weapons Simulation (VIEWS) effort should be focused on increasing the understanding of the designers.  Our impression at that time was that many designers were not convinced of the usefulness of visualization. We are pleased to report that this situation has been turned around, and that there are now good connections between visualization experts and the designers. This interaction is leading all three laboratories to develop enhanced visualization capabilities with appropriate balance between theaters and desktop visualization systems.  

The Panel compliments ASCI for the scope of the data management effort, and we applaud the labs for engaging the very best experts in the broader visualization research community.  We see a problem, however, in hitting a "wall" by transmitting unnecessarily large amounts of raw data over networks for remote and collaborative analysis.  To address this issue, the Panel recommends increased focus on information extraction before shipping data, as well as more application of in-house resources to adapt state-of-the-art technologies.  We support the plans presented to us for pursuing independent large-scale visualization computational capabilities.

Personnel

It is not an overstatement to note that the future quality of the labs could depend upon their success in recruiting and retaining people within the ASCI program.  The major problem in human resources noted in our February 1999 report has clearly become a crisis. The difficulty in attracting and retaining the best people for ASCI and the rest of the SSP threatens the nation's ability to continue to certify the safety, security and reliability of the U.S. nuclear stockpile.  A substantial contributor to this problem is fallout from actions taken in the name of improved security that have had a serious impact on morale, productivity, and retention of the best people.

Every possible effort needs to be made to attract new talent.  This should start with emphasizing the exciting science in the ASCI Program. The Computational Science Graduate Fellowship program has proven successful in bringing the best students to the labs, and we support doubling ASCI's contribution to that program; this would be an inexpensive, highly leveraged investment to attract and retain outstanding people.  We also support the emerging fellowships in computer science.  

The ASCI Program started computer science institutes at each DP laboratory in the past year to strengthen the computation science and mathematical expertise at the labs, and to help develop the people that they will need in the future.  The Panel notes the stretch goal of the institutes of making the labs as strong in computer science as they are in physics.  A key aspect of the institutes is to act as a focal point for laboratory-university computer science research interactions.

The Academic Strategic Alliances Program is an excellent vehicle for attracting top students to computational and computer science as well as for engaging the broader community.  We applaud ASCI's resistance to cutting this program, and in fact recommend consideration of expanding it. Support of the Blue Horizon system at the San Diego Supercomputing Center is a fine example of how ASCI's computers could be an important magnet to attract new talent into computational science. Access to the world's fastest computers, even on a limited basis, provides unique opportunities to do the type of exciting research that stirs the imagination of excellent students.

Initiatives such as retraining on-board employees are a good move.  The labs and DOE have taken creative steps toward competitive compensation through salary and benefit management, but more needs to be done to improve the working environment, especially to address what appears to the Panel to be the heavy-handed implementation of security procedures by the DOE.

Encouraging the professional development of ASCI personnel should continue to be another major human resource goal. This means fostering a research environment with freedom and flexibility to pursue new ideas that are not necessarily part of the ASCI implementation plan.  An important step would be for the Department to make every effort possible to restore cuts in the Laboratory Directed Research and Development program. It is important for personnel to continually update their technical skills. Interactions with scientists in universities and industry should be strongly encouraged.  This should include extended visits to universities and industrial laboratories by ASCI personnel.  Cuts in laboratory travel budgets have made this sort of initiative much more difficult to pursue.  Furthermore, the attention paid to the number of conferences attended by top flight scientists and engineers is belittling to them and should be reversed.

Verification and Validation

The Panel finds that the ASCI Program has made very good progress in code verification.  We applaud the increased effort in code validation since our February 1999 report, and we encourage further attention to this issue because of its essential role in the success of the SSP.  We also encourage the Program to continue striving to improve the agreement between simulations and experimental data, as well as to understand when and why differences occur.  Cross-validation among diverse codes is one desirable way to achieve this.  

The Panel has some concerns as to whether state-of-the-art data management techniques are being used specifically in the verification and validation efforts---for example, to display and check the effects of algorithmic choices and parameter settings, and to locate, classify, and compare relevant experimental data.   Attention is needed to the path from, as well as the integration with, VIEWS in support of code verification and validation.

Integration Within ASCI

Integration of ASCI with laboratory experiments and the nuclear test database remains a difficult and critical problem that is even more challenging in the absence of new nuclear tests.   In the presentations made to us, we saw only occasional hints about explicit paths and linkages among components.  The Panel continues to believe that this is one of the areas of greatest exposure for the program, and that ASCI still needs to create integration experiences, both real and simulated, for new designers at the laboratories as well as in the university efforts. Of course, this is a two-way street, and other components of the SSP should also be encouraged to work with the ASCI Program to fully realize the benefits it can already deliver.

Are current and projected resources (budget, staff, facilities) sufficient and properly balanced to enable ASCI to meet its current objectives and thereby support national objectives?  What would be the impact of a 10% reduction in the ASCI budget?

Budget

We did not undertake an in-depth analysis of the ASCI budget, but it appears to us that since the Panel’s last review, actual and projected budget cuts have substantially increased program risk.  Top-level ASCI resources appeared about right to us at the time of our February 1999 report.  Subsequent cuts in projected growth of the program mean that it shares a worrisome attribute that the DOE 30-day internal review of November 1999 found with the overall SSP, namely that the ASCI program is wound too tight.  This problem will only be exacerbated if the ASCI budget for the next few years is cut further to accommodate budget issues in the National Ignition Facility or other SSP program elements.

A 10% cut in the ASCI budget would have serious impact on the ability of the SSP to continue to underwrite the safety, security and reliability of the U. S. nuclear stockpile without a return to underground nuclear testing.  The Panel believes that it would be counterproductive to cut a successful and essential program that has demonstrated that it is one of the crown jewels of SSP.  Not only would this cut substantially increase the risk that SSP will fail to meet its objectives, it would also send the negative signal that the importance of ASCI is reduced, making it even harder to recruit and retain the very best people.

Facilities

In contrast to our position in February 1999, we find that currently projected ASCI facilities may be insufficient to meet SSP requirements.  The Panel is pleased with the substantial progress toward realization of 10- and 30-TeraOps ASCI capability.  We are pleased that our past concern about the success-oriented schedule for the Los Alamos 30-TeraOps facility employing concurrent design and construction has proved to be unwarranted.

However, cancellation of the acquisition of the 50-TeraOps machine and delay of the facility to house it will have a negative impact on ASCI code development mileposts and directed stockpile work.  At the time of our February 1999 report, the program was already projecting a computing capacity shortfall by about a factor of two.  This shortfall was validated by the DOE internal 30-Day Review.  The additional computing capacity shortfall brought about by canceling the 50-TeraOps machine will substantially increase the risk of meeting SSP objectives. 

SUMMARY

In summary, the Panel finds that the ASCI Program remains generally on track. We believe that ASCI technical program objectives are properly aligned to support our Nation’s shift from test-based to science-based stockpile stewardship and only their relative emphases need to be addressed.  ASCI is making strong contributions to the Stockpile Stewardship Program, and could make even stronger contributions if some of the major issues discussed herein are addressed. The ASCI program is being properly executed to achieve its technical objectives and is meeting its milestones. We did not undertake an in-depth analysis of the ASCI budget, but it appears to us that since the Panel’s last review, actual and projected budget cuts have substantially increased program risk.  It is not an overstatement to note that the future quality of the labs could depend upon their success in recruiting and retaining people within the ASCI program.  In contrast to our position in February 1999, we find that currently projected ASCI facilities may be insufficient to meet SSP requirements. 

We offer the following for your continuing consideration:

· ASCI has made substantial progress since our last review in January 1999. 

· ASCI is clearly a crown jewel of the SSP, and the program pace appears about right.  
· Training the next generation of technical professionals remains the single largest problem facing ASCI, and the core competencies throughout stockpile stewardship.

· There is still a major question whether the level of basic scientific input is adequate to meet the objectives of ASCI and stockpile stewardship.

· The state of the art in materials theory is insufficient to meet SSP requirements.  DOE should support development of the fundamental underpinnings of quantum simulation of materials.

· ASCI is the world leader in developing and linking large applications and has demonstrated remarkable simulations of complex, multidisciplinary science on large-scale, parallel computers both in the core program and the Alliances.  

· The hardware program is very impressive, and continues to be a world-class effort. The current hardware plan is appropriate and has been successful.

· There has been notable progress on scalable iterative methods for linear systems, but there is a continuing need for work on nonlinear partial differential equations at multiple scales, meshing of complicated domains, approximation, and nonlinear optimization.

· ASCI's approach to organizing software production is excellent.  We applaud the progress in integration, attention to software engineering, and code verification.  

· Designers have become convinced of the usefulness of visualization since our February, 1999 report, and there are now good connections between them and the visualization experts.

· The major problem in human resources noted in our February 1999 report has clearly become a crisis. The difficulty in attracting and retaining the best people for ASCI and the rest of the SSP threatens the nation’s ability to continue to certify the safety, security and reliability of the U.S. nuclear stockpile.  

· The Computational Science Graduate Fellowship program has proven successful in bringing the best students to the labs, and we support doubling ASCI's contribution to that program; this would be an inexpensive, highly leveraged investment to attract and retain outstanding people. 

· The Academic Strategic Alliances Program is an excellent vehicle for attracting top students to computational and computer science as well as for engaging the broader community.  We applaud ASCI's resistance to cutting this program, and in fact recommend consideration of expanding it.

· The labs and DOE have taken creative steps toward competitive compensation through salary and benefit management, but more needs to be done to improve the working environment, especially to address what appears to the Panel to be the heavy-handed implementation of security procedures DOE.  

· ASCI has made very good progress in code verification and has increased the effort in code validation. 

· Cuts in projected ASCI growth mean that the Program shares the worrisome attribute that the DOE 30-day internal review of November 1999 found with the overall SSP, namely that the ASCI program is wound too tight.  This problem will only be exacerbated if the ASCI budget for the next few years is cut further to accommodate budget issues in the National Ignition Facility.

· A 10% cut in the ASCI budget would have serious impact on the ability of the SSP to continue to underwrite the safety, security and reliability of the U. S. nuclear stockpile.  

· ASCI has made substantial progress toward realization of 10- and 30-TeraOps capability. 
· The additional computing capacity shortfall brought about by canceling the 50-TeraOps machine will substantially increase the risk toward meeting SSP objectives.
I hope that you find these results of the ASCI Blue Ribbon Panel review to be useful.  In closing, I would like to acknowledge the professional and cooperative nature of all of the participants in the review.  Special thanks are due to Paul Messina and his staff, as well as to the laboratories’ ASCI program managers.  The ability of Tina Macaluso of SAIC to accurately capture the contents of our briefings and discussions, and make them available to us on the web, made our job go much more smoothly.  Once again, CAPT Jay McDonald, USN (Ret), ably documented our classified sessions. Mary Goroff of the Caltech Center for Advanced Computing Research provided outstanding technical coordination and administrative support.  The hospitality and technical support of your DP staff contributed greatly to the effectiveness of our meetings.

Please contact me if you need amplification or clarification of my remarks.






Sincerely yours,






Venkatesh Narayanamurti






Chair, ASCI Blue Ribbon Panel

For the ASCI Blue Ribbon Panel:

John H. Birely

Stephen Bryson
Geoffrey C.  Fox
William Happer

Chuck Leith

Robert Lucas

William Martin
Steven A. Orszag 

Robert Sugar

Michael P. Teter
Margaret H. Wright

APPENDIX A

April 17, 2000

Dr. Venkatesh Narayanamurti

Harvard University

Division of Engineering and Applied Sciences

Pierce Hall 217A

Cambridge, MA  02138

Dear Dr. Narayanamurti:

I would like to thank you for accepting our invitation to chair this second Blue Ribbon Panel to evaluate progress made on the technical aspects of the Accelerated Strategic Computing Initiative (ASCI).  As a critical element of our Stockpile Stewardship Program, ASCI needs regular independent assessment of its ability to succeed in what we believe are ambitious goals.  Your technical expertise and experience will be most valuable in leading this assessment.

Your review will either confirm that we are continuing on the right track or identify weaknesses.  It should help us answer the following questions:

· Are technical program objectives properly aligned to support our Nation’s shift from test-based to science-based stockpile stewardship?  Is the ASCI program being properly executed to achieve its technical objectives?

· Has sufficient progress been made on critical issues identified at the Dec 1998/Jan 1999 review?

· Are current and projected resources (budget, staff, facilities) sufficient and properly balanced to enable ASCI to meet its current objectives and thereby support national objectives?

Thank you again for your acceptance.  I look forward to reading the recommendations of your Blue Ribbon Panel in June.  Logistics support for you and your panel will be provided through Lieutenant Colonel David R. Luginbuhl, Director, Simulation and Computer Science Division, Office of Advanced Simulation and Computing, at (202), 586-2949.

Sincerely,

(Signed by)

THOMAS F. GIOCONDA

Brigadier General 

Acting Deputy Administrator for Defense Programs
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5:35 – 6:35
Executive Session


6:45
Reception


Friday, 5 May 2000

8:00 – 8:30
Breakfast


8:30 – 9:15
System Architecture
Norm Morse

9:15 – 10:00
VIEWS
Terri Quinn

10:00 – 10:15
Break


10:15 – 11:15
Questions and Answers
All

11:15 – 2:45
Executive Session and Outbrief Preparation


3:00 – 4:00
Outbrief


ASCI Blue Ribbon Panel 

Forrestal Building 

Washington, DC

Room 4A-104

AGENDA

Thursday, 4 May 2000

8:00 – 8:30
Registration and breakfast


8:30 – 8:45
Welcome by Dr. Crandall


8:45 – 9:15 
BRP Executive Session


9:15 – 10:15
ASCI Update
Paul Messina

10:15 – 10:45
University Partnerships
Robert Rosner

10:45 – 11:00
Algorithms R&D
Juan Meza

11:00 – 11:15
Break


11:15 – 3:45
Split sessions, to include lunch


Unclassified Session (Room 4A-104)
11:15 –11:45
SNL Applications and V&V
Bob Thomas

11:45 – 12:10
SNL Algorithms
David Womble

12:10 – 12:35
SNL Physics and Materials
Grant Heffelfinger

12:35 – 12:55
Pick up Lunch


12:55 – 1:15
LANL Applications
Ken Koch

1:15 – 1:35
LANL Physics and Materials
Paul Dotson

1:35 – 1:55
LANL V&V
Ken Koch

1:55 – 2:15
LANL Algorithms
Joel Dendy

2:15 – 2:30
Break


2:30 – 2:50
LLNL Applications 
Tom Adams

2:50 – 3:10
LLNL Physics and Materials 
Randy Simpson

3:10 – 3:30
LLNL V&V
Cynthia Nitta

3:25 – 3:50
LLNL Algorithms
Steve Ashby

3:50 – 4:05
Break and reconvene entire panel


4:05 – 4:50
Problem Solving Environment
Steve Louis

4:50 – 5:35
DisCom2
Art Hale

5:35 – 6:35
Executive Session


6:45
Reception


Friday, 5 May 2000

8:00 – 8:30
Breakfast


8:30 – 9:15
System Architecture
Norm Morse

9:15 – 10:00
VIEWS
Terri Quinn

10:00 – 10:15
Break


10:15 – 11:15
Questions and Answers
All

11:15 – 2:45
Executive Session and Outbrief Preparation


3:00 – 4:00
Outbrief


APPENDIX D

Deficiencies in the Quantum Simulations of Materials

By Michael Teter

The workhorse of modern ab initio simulations of materials is Density Functional Theory (DFT) coupled with the Local Density Approximation (LDA).  For developing this theory, Walter Kohn won the Nobel Prize in Chemistry in 1998. DFT using LDA can reproduce most materials structures to within one per cent and the atomic vibrations of the material to within a few percent. Generally the heavier the atoms in the material, the more difficult it is to get the material exactly right. This has several reasons. The first is that light atoms have very simple bonding structures typically having only S and P electrons. D electrons appear in the transition metals, F in the rare earths and G in the actinides. These letters stand for higher angular momentum states in the atoms, and the higher the angular momentum, the more possible rearrangements the atoms can undergo in bonding configurations. The second problem is relativity. It can be reasonably ignored in chemical simulations of light atoms up through argon in the periodic chart. By the time one gets halfway through the periodic chart, the contributions of relativity are measurable, and by the end of the chart, it is critically important. Most modern materials codes average over the relativistic interactions to account for them in first order. These codes get the ground state crystal structure of plutonium wrong. A relativistic materials code that fully solves the Dirac equation is harder to put together, but not impossible, and several groups have done so. These programs are not widespread.  It is just that most materials problems, unlike some in the SSP, involve lighter atoms and so the extra complexity is not usually necessary. Therefore most of the programs, which are the programs of choice for materials simulation, do not solve the full Dirac equation. The few programs which do exist are in a form such that the forces on the atoms are difficult to calculate.  Problems with the LDA include the energetics since the LDA tends to overbind molecules and solids. Gradient corrections to the LDA have been generated by several workers, and they usually reduce the errors in LDA energies by a factor of 5-10. Unfortunately, the LDA structural and vibrational results are so good that in many cases the gradient corrections to the energy make them worse.  To address problems like corrosion, accurate equations of state of materials under pressure, propagation of shock waves through materials, cracking etc. requires an improvement to the LDA which ameliorates the following problems:

1) Self-interaction of the electrons,

2) Energy errors of the LDA,

3) Uniformly improvement to physical materials predictions and

4) Gives the correct electron density that is the source of the forces on atoms

This improvement in the exchange-correlation energy functional would then need to be coupled to the full Dirac equation.  Such a program would require approximately a 10-man year effort of some of the very best people.  The principal benefit would be an order of magnitude improvement in the reliability of first principle materials simulations.  Since the DOE has the best computers in the world, as well as a great need for accurate materials simulation, it is the natural sponsor for such a program.
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