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1. Overview - including:

A. 
Description & Goals

       The Science Portal is designed as a “personal web server” that the user runs on his/her workstation.  This server has been extended in several ways to allow the user to access grid resources from a web browser or from desktop applications.  The design is based on the server having access to a database of “science notebooks” where each notebook is a collection of web pages, remote execution scripts and sub-notebooks containing experimental results.   The notebook gives the user the ability to encapsulate the task of running complex grid distributed computations into simple web pages with forms to supply execution configurations and runtime parameters.  The science portal also has a simple event system that allows an application to send  “grid events” back to the portal.  These evens can contain application specific information like file activity or application state such as “iteration x complete”.  The server logs these events and the user can browse them later. Notebooks can be shared between users and are easily modified to fit new applications.   The portal server access the grid by using the CoG tools and the MyProxy authentication protocols.   The portal server scripts can also launch and connect software components (based on the DOE CCA specification).  These component can be part of a multidisciplinary application where each component is running on a different host on the Grid.

B. Services provide
1.   A scripting interface that allows the portal user to edit and execute a script that runs in the server.   The scripts are based on Python and provide access to Globus through CoG, access to distributed CCA component service and to COM on the desktop.
2.   A small database manager that keeps track of application “notebooks” consisting of application specific web pages, web forms that are use to supply parameters to scripts and sub-notebooks which contain even logs and output result metadata.
3.   A portable web server that can run on a desktop/laptop system and provide authenticated access for the user to grid services.
4.  A simple event based system based on SOAP (XML over HTTP) with both Java and C++ APIs.

C. 
Systems/Sites/User Served
1.   NCSA Chemical Engineering team doing coupled simulations of copper deposition on semiconductors.  
2.   DOE X-Ray crystallography tool for on-line analysis of remote instrument data and collaboration.

D. 
Status
Alpha test.  Beta release March 1.

E.
Other

2. Architecture

A. 
Define Grid software/services that the GCE currently depends upon and relationship to GF Working Group.
1.  Security services (using GSI based MyProxy PKI).  
2.  Remote execution via CoG and Globus
3.  Information Services (Globus directory services)

B. 
Define Grid software/services that the GCE plans to make use of
1.  Grid co-scheduling and QOS.
2.  Grid authorization services.
3.  More advanced Information Services
4.  Performance monitoring and analysis.

C. 
Define Grid software/services that are needed by the GCE but are not supported by the Grid
1. A standardized event service.
2.  A standard distributed software component model.

D. Define software/services used/needed by the GCE that are outside the scope the Grid


E. Other

3. Implementation

A. Commodity technologies/software used (e.g., EJB, JMS, JINI, Perl, XML, databases.
 Java, Cog, MyProxy,  Globus, Servlets, XML, Python,/Jython,  CCA, SOAP, WebDAV, LDAP, GSIFTP

B. 
Proprietary technologies/software developed that can be shared with others

     An event service based on RMI/SOAP with both Java and C++ APIs.

     The Personal Web/Grid Server.
     The science notbook database

     The grid enabled python script engine.

A. 
Other

4. Supported Grid Services

A. 
Security
    use MyProxy and CoG.

B. 
Information services
    use Globus MDS and other LDAP services.  Also metadata repositories based on WebDav.

C. 
Scheduling
    use Globus

D. 
Data transfer
    use GSIFTP

F. Additional Grid services
    It is trivial to support new services from the portal or the scripting interface.

G. Other

5. Project Status and Future Plans
       Beta  release is scheduled for March of 2001.   Future plan include integration with Net Solve and Ninf.   These interfaces may be in the March release.  Other future work involves building more seamless interfaces to desktop tools such as Matlab and Mathematica and graphics tools.   We also plan in interface to Cactus.
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