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1. Overview - including:

A. Description & Goals

Gateway is a computational web portal designed to provide secure access to high performance computing resources at two of the Depart of Defense Modernization Office’s Major Shared Resource Centers (MSRCs) via a standard web browser.  Gateway is what may be called a “system portal” in that it is designed to interact with queuing systems, file systems, mass storage system, etc., and codes as objects  rather than supporting programming internally to codes. 

Gateway is designed as a three-tiered system, with a front-end user interface and a distributed component-based middle tier (WebFlow).  Most system services are defined as modules that are plugged into the extensible middle tier.  These modules can either directly implement services or they can act as proxies to backend resources.  The system can either directly interact with specific resources (queuing system and so on) or with a intermediate grid layer.

B. Services provided

Gateway provides the following services:

1. Secure authentication and authorization for kerberized users.

2. State management, which allows users to create, archive, and edit sessions.

3. Multiple file uploading and downloading between the user’s desktop and the back end resources.

4. Remote file manipulation of uploaded files.

5. Batch script generation.

6. Job submission.

7. Job monitoring. 


8.    Application management: application and resource information can be added, deleted, and modified via a management “wizard” interface to an XML data record.

C. Systems/Sites/User Served

Gateway is being deployed at the Aeronautical System Center and Army Research Laboratory Major Shared Resource Centers.

D. Status

A Gateway portal for computational structural mechanics is scheduled to begin user testing in mid May.  

E.
Other

2. Architecture

A. Define Grid software/services that the GCE currently depends upon and relationship to GF Working Group.

We are currently not making use of  any Grid software because of security requirements at ASC MSRC, the primary development site.  Instead, we handle communication to back end services like job submission using kerberized rsh, rcp, etc. However, the design is pluggable and can interface with the “bag of services” approach.

B. Define Grid software/services that the GCE plans to make use of

Gateway will participate in the MSRCs’ grid computing initiative, which will include a Globus testbed between two of the centers within the first project year.  We plan to make use of the following services:

1. Security (Globus’s GSI).

2. HPC resource directory service (MDS).

3. Remote application execution and monitoring (GRAM). 

4. Data transfer

        C.   Define Grid software/services that are needed by the GCE but are not supported by the Grid


1. User session state management.  

2. Remote events

3. Application resource management 

4.  Collaboration
5. Visualization 

C. Define software/services used/needed by the GCE that are outside the scope the Grid

D. Other

3. Implementation

A. Commodity technologies/software used (e.g., EJB, JMS, JINI, Perl, XML, databases..)

We use an XML dialect (XSIL from Caltech) for describing resource data.  Dynamic browser interaction is handled with JavaServer Pages and Java Servlets.  The middle tier uses Java and CORBA.  

B. 
Proprietary technologies/software developed that can be shared with others

              A diagram is highly recommended

C. 
Other

4. Supported Grid Services


See 2(B) above.

A. 
Security

B. 
Information services

C. 
Scheduling

D. 
Data transfer

E. Additional Grid services

F. Other

5. Project Status and Future Plans

We have defined and implemented generic portal capabilities, and next will focus on building portals for specific areas, beginning with computational structural mechanics. We will participate in the MSRC Grid Computing initiative (the initiative’s proposal is currently pending approval).  Longer term projects are to develop remote visualization and collaboration capabilities. 

6. References

See www.gatewayportal.org for additional information.

