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I. Introduction
In response to the PET BAA, our university consortium, led by Mississippi State University (MSU), the Ohio Supercomputer Center (OSC), and the San Diego Supercomputer Center (SDSC) (hereinafter, "MOS Consortium" or "MOS"), is pleased to submit this white paper to the DoD High Performance Computing Modernization Office (HPCMO). MOS will provide all four Components of the PET project within HPCMP. MOS consists of the following institutions:

Table 1. MOS University Consortium Membership

Institution
ID

Lead

Mississippi State University 
MSU

Dr. Joe Thompson

Ohio Supercomputer Center
OSC

Dr. Charlie Bender

San Diego Supercomputer Center
SDSC

Dr. Jay Boisseau

The Ohio State University
OSU

Dr. Keith Bedford

National Center for Supercomputing Applications
NCSA

Dr. Jim Bottum

University of Texas – Austin
Texas

Dr. Tinsley Oden

University of Tennessee – Knoxville
UTK

Dr. Jack Dongarra

Florida State University
FSU

Dr. Geoffrey Fox

Jackson State University *
JSU

Dr. Willie Brown

Clark Atlanta University *
CAU

Dr. John Hurley

University of Hawaii *
UH

Dr. David Lassner

Florida International University *
FIU

Mr. Richard Burton

Central State University *
CSU

Mr. Robert Marcus

Wright Technology Network
WTN

Mr. David Milam

Science Applications International Corporation
SAIC

Dr. David Pratt

University of Chicago †
UC

Dr. Ian Foster

University of Southern California †
USC

Dr. Carl Kesselman

University of California – San Diego †
UCSD

Dr. Mark Thiemens

University of Utah †
UU

Dr. Chris Johnson

University of Wisconsin – Madison †
UWM

Dr. Miron Livny

Rutgers University †
RU

Dr. Dale Haidvogel

Scripps Institute of Oceanography †
SIO

Dr. Bill Hodgkiss

* Minority Serving Institution (MSI)


† Preferred Resources

MOS offers a seamless entity for PET, not an assembly of four separate but connected proposals, through a fully integrated team of institutions with complementary and comprehensive expertise in DoD scientific disciplines and in advanced computing and information technologies. MOS members were selected specifically to include national expertise in all Functional Areas (FAs) in order to support the particular demands of the PET program. MOS includes formal alliances and established contacts with many other universities as well as other government institutions and laboratories (NASA, DOE). We thus offer flexibility to form project task teams both from within the consortium, and via inclusion of other universities and laboratories for access to special expertise when necessary to meet the changing/emerging DoD needs.

A university-led team encompassing all four PET components through a single contract offers the most cost-effective solution and the greatest return on investment to HPCMO. By providing integrated management of all four PET components, MOS eliminates redundant expenditures and achieves other economies of scale that minimize overhead and thus maximize investments in core support and projects of value to DoD scientists. Contracting directly to a university provides direct government-university interaction and further minimizes costs by eliminating fees, thus further increasing the investment of program dollars into activities with direct benefit to DoD. MOS is able to provide these benefits while directly addressing the SOO organization, recognizing local leadership by the Government Leads/COTRs at the respective Major Shared Resource Centers (MSRCs), while facilitating long-range planning and coordination among the four COTRs, the Government CTA Leads and the HPCMO PET project manager (hereinafter, "the Government" collectively).

The MOS Consortium will operate with centralized direction and distributed execution across all Components, supporting all 15 FAs. This distributed solution for PET support includes strong on-site presence connected to an effective networked infrastructure across the entire assembly of DoD HPC user sites at the Shared Resource Centers (SRCs) and the other remote user sites. It will provide a "single face" to the DoD user community for technical support, training, collaborative assistance, project development, technology transfer, as well as for management/contract administration. Although divided into Components for management purposes as specified in the BAA, the MOS solution will enable seamless coordination and efficient and economical FA support. This concept of a centrally administered, distributed PET support activity attached to all the DoD SRCs and readily accessible to all HPC users as a single entity is innovative and new. It departs markedly from merely being a continuation of the original PET program, which was characterized by an assembly of universities under separate integrators with separate contracts, each having its own separate performance review, which significantly inhibited coordination of the original PET across the HPCMP.

The February 1999 report of the Presidential Information Technology Advisory Committee (PITAC) stressed critical need for attention to software as well as hardware in enhancing HPC: "Recommendation: make software research a substantive component of every major information technology research initiative." DoD had already recognized this need for attention to software as reflected in the inclusion of PET in the original HPCMP integrator contracts for operation of the four MSRCs and in the creation of CHSSI. However, the original PET structure did not adequately address longer-term needs in software enhancement and support. The February 2000 PET Strategic Planning Offsite Report noted the original program lacked an integrated strategic direction and the separate contract structure impeded communication between the Government PET leadership and the supporting universities. It also noted the potential for innovation by implementing a central PET strategy with decentralized execution, as we offer here.

The current BAA represents a fundamental change for PET. While leadership and oversight of contracts for each Component are assigned to separate MSRCs, it is clear that support for all FAs is to be across the entire DoD HPC user community. The PET Component contractor must now interact with all four MSRCs (and DCs and remote sites) to transition technology, since all four Components contain some FAs that encompass all centers. MOS is constructed to take advantage of this challenge and the opportunity presented in the BAA by providing the expertise for all FAs within the same team, more effectively supporting users at all centers in all FAs.
II. Technical/Management Approach

A. Team organization. MSU, OSC, and SDSC will provide centralized direction of MOS. We will decentralize execution, with MSU having responsibility for Components 1 and 3, and OSC for Components 2 and 4. SDSC will provide overall direction of the five non-CTA FAs, since elements of these cut strongly across all CTAs and thus across all Components. Specific institutions will have responsibility for leadership of the 15 FAs, with support from other team institutions (see Table 2). This distributed PET support will incorporate on-site presence at MSRCs and at appropriate DCs to provide direct contact with users and the Government and execution of core tasks, and to maintain a stable base for team execution. MOS will provide a presence at each of the SRCs and remote user sites through a combination of on-site staff, collaboration tools, access portals, distance training, e-mail and telephone contact, and site visits.

B. Integration of multiple functions across PET program. MOS offers the Government the option of two contracting mechanisms, with the same actual integrated program operation in either case: (1) a single contract to MSU for the entire effort (all four PET Components) or (2) separate contracts to MSU and OSC for the four Components (MSU for 1 and 3, and OSC for 2 and 4). We strongly suggest this distributed PET support activity be implemented with a single contract to MSU. In that case, MSU will assume primary responsibility for contract management and will provide subcontracts for all MOS team members. MSU will also subcontract to institutions beyond the team as necessary for special expertise needed in certain projects. Finally, MSU will create a program-wide Facility Security Office (FSO) to hold clearances on all university participants up to the TS/SCI level as required.

Implementation will be the same with either contracting option. Centralized direction of the team will be provided by the MOS Executive Committee, comprised of three voting members (Dr. Joe Thompson, MSU [PI]; Dr. Charlie Bender, OSC [Co-PI]; and Dr. Jay Boisseau, SDSC [Co-PI]). Dr. Geoffrey Fox, FSU (Chief Scientist) will serve on the Executive Committee as an advisory member. MOS proposes a half-time Project Director (Dr. Dick Pritchard, OSC) and a full-time Contract Manager who will have responsibility for overall contract oversight/operations under direction of the Executive Committee. They will also ensure contract requirements (reporting, invoicing, etc) are on time and in accordance with specifications, freeing Component POCs (CPOCs) for technical direction and interaction with the Government.

CPOCs will be co-located on-site with the COTRs at the MSRCs. On-site administrators will also be placed at the MSRCs to provide administrative support. FA POCs will be located at MOS member institutions. On-site PET personnel will be located at relevant government sites in support of FAs. Table 2 lists the FAs, FA POCs/lead institutions, and the others supporting them.

Table 2. FA Lead and Support on the MOS team

Functional Area
ID
FA POC/Lead
Supporting

Climate-Weather-Ocean Modeling 
CWO
Dr. Joe McCaffrey, MSU
OSU, Texas, SDSC, FIU, UH, RU, SIO

Environmental Quality Modeling
EQM
Dr. Mary Wheeler, Texas
MSU, SDSC, UCSD, FIU, JSU, OSU, SIO

Computational Fluid Dynamics
CFD
Dr. Bharat Soni, MSU
Texas, SDSC, CAU

Computational Structures and Materials
CSM
Dr. Tinsley Oden, Texas
MSU, NCSA, CAU

Forces Modeling and Simulation
FMS
Dr. David Pratt, SAIC
FSU, NCSA

Integrated Modeling and Testing


IMT
Dr. Mike Skreiner, NCSA
FSU, OSC, SDSC, UH, SAIC

Signal Image Processing
SIP
Dr. Stan Ahalt, OSU
SAIC, UH, CAU

Computational Chemistry and Materials 
CCM
Dr. Dick Pritchard, OSC
SDSC, JSU, CAU

Computational Electromagnetics and Acoustics 
CEA
Dr. Rob Lee, OSU
Texas, MSU

Computational Electronics and Nano-Electronics
CEN
Dr. Umberto Ravaioli, NCSA
OSC, Texas

Computational Environments
CE
Dr. Jack Dongarra, UTK
All MOS members

Enabling Technologies
ET
Dr. Reagan Moore, SDSC
All MOS members

PET Online Knowledge Center
OKC
Dr. Geoffrey Fox, FSU
SDSC, UTK, NCSA

Education, Outreach, & Training Coordination
EOT
Mr. Don Frederick, SDSC
NCSA, OSC, JSU, CAU, UH, CSU, FIU

Collaborative & Distance Learning Technology
CDLT
Dr. Geoffrey Fox, FSU
OSC, NCSA, SDSC

Should the Government prefer to fund multiple solutions for the PET Components rather than a single integrated team, we offer to negotiate separate solutions for any or all of the Components and to cooperate across Components. However, we believe that a "multiple solution" option will eliminate important economies of scale offered by the single solution. More importantly, it will make sharing resources and expertise across all of DoD, and the effectiveness of PET support for activities spanning CTAs, significantly more problematic and uncertain.

Component 1 (NAVO). MSU has an existing branch of its Engineering Research Center (ERC) at the Stennis Space Center (SSC), and thus has in place the basic infrastructure for siting technical and contract management for PET Component 1 at NAVO MSRC. MSU also has an established precedent of offering graduate courses at SSC. The two CTAs (CWO, EQM) included in Component 1 include HPC users at some 22 different DoD sites extending over all three services (BAA data). No EQM users are located at SSC; the great majority of these are at Army sites. About two thirds of the CWO users are at Navy sites. Strong on-site presence in CWO is expected at NAVO, while strong on-site presence in EQM is expected at ERDC. Both CWO and EQM draw heavily from CFD in Component 3, based at ERDC. The existing branch of MSU's ERC at SSC and the established on-site presence of MSU and Texas at ERDC, positions MOS very well to put in place and sustain strong on-site support of CWO at NAVO and EQM at ERDC. Elements from ET in Component 2, based at ASC, such as mesh generation and SciViz, are vital in the support of CWO and EQM. And CE, included in Component 1, is vital to support all four Components and all DoD HPC user sites. Award of a single contract to MOS will enable cross-Component effort. MOS, supporting all four Components, will enable execution of a multi-disciplinary effort to support Component 1 by maintaining an intimate coupling with CFD in Component 3. MOS will also be able to integrate CE technologies emerging from Component 1 to enhance support across the program.

Component 2 (ASC). OSC has an existing on-site presence at ASC MSRC and thus has in place the basic infrastructure for siting technical management for Component 2. OSU also has an established precedent of offering graduate courses at ASC in cooperation with AFIT. ET, which is included in this Component, is vital to support all CTAs and thus all four Components and all DoD HPC user sites. Mesh generation, included in ET, is an essential technology in five CTAs (CEA, CFD, CSM, CWO, EQM), none of which is co-located with Component 2, but which are spread over the other three. All CTAs require SciVis and data handling technology support as well. FMS, IMT, and SIP, included in Component 2, include HPC users at some 30 DoD sites extending over all three services. Strong on-site presence for FMS support is expected at an Army site, while strong on-site IMT support is expected at an Air Force site. We will be able to execute a truly coordinated effort in supporting Component 2 across DoD HPC user sites.

Component 3 (ERDC). MSU has an existing on-site presence at ERDC MSRC, including a long-established graduate institute, and thus has in place the basic infrastructure for siting technical and contract management for Component 3. The two CTAs (CFD, CSM) include HPC users at some 35 DoD sites extending over all four MSRCs and all services. Elements from ET in Component 2, based at ASC, such as mesh generation and SciViz are vital in the support of CFD/CSM.  Further, CFD/CSM are coupled in many applications via fluid/structure interactions. The established on-site presence of MSU and Texas at ERDC, MSU's on-site presence in CFD at ASC and ARL, and NCSA’s on-site presence in CSM at ASC and ARL, attests to the ability of MOS to put in place and sustain strong and coupled on-site support of CFD/CSM at the PhD scientist level at these three MSRCs.  MSU also has a long history of involvement and exchange of personnel with AEDC in CFD. MOS will be able to infuse CFD technology effectively into support of CWO and EQM in Component 1, and we will be able to seamlessly extend the PET OKC and EOT into the other three Components. Further, the close relationship of MSU and Texas in support of CFD/CSM will enable close coupling of these CTAs.

Component 4 (ARL). OSC has an existing on-site presence at ARL MSRC and thus the basic infrastructure for siting technical and contract management for Component 4. CCM, CEA and CEN are addressed by DoD HPC users at some 35 DoD sites extending over all services. Strong on-site presence for CCM support is expected at sites in all three services, while strong on-site CEA support is expected at Army and Air Force sites. CFD technology, from Component 3, is relevant to some areas of CCM. CDLT is vital in support of all four Components and all DoD HPC user sites; MOS will build on the current Collaboration Megaproject at ARL. Elements from ET in Component 2, such as mesh generation, are vital in the support of CEA and CEN in Component 4, and SciViz from ET is vital to support CCM. MOS will be able to support important ARL initiatives such as Signature Management and interdisciplinary applications by choosing proper on-site personnel and by establishing PET thrusts in these areas.

C. Operations. MOS will support the SRCs and DoD HPC users in three fundamental ways: 1) enhancement of user technical skills and capability through formal/informal training, awareness and access to technical material, and on-site/remote graduate education; 2) supplementation of user technical skills and capability through focused assistance and collaboration, on-site university and post-doctoral researchers, and introduction of new technologies/tools; and 3) extension of user technical skills/capability through influence on future R&D via two-way feedback between DoD users and university researchers.

Daily technical management will be the responsibility of the relevant CPOCs, co-located with the COTRs and acting specifically to manage the respective Components, while interacting continually via the network to coordinate across PET. The FA POCs will have leadership responsibility for FAs across Components, reporting to the respective CPOCs, and, along with the MSI leads, will constitute a Technology Council that meets and communicates regularly to coordinate training, support, and projects across PET. CPOCs and this Council, along with the Executive Committee, will meet each quarter, rotating among the MSRCs. The Government will be encouraged to participate directly in these meetings.

D. Functional Areas. Each FA will be led by a specific institution, supported by other team members, as indicated earlier. The senior academic leads serving as FA POCs will have responsibility for PET support in that FA. This scheme provides a single POC for DoD users and the requisite leadership to assess the schedule of work performed, as well as working with the Government to prioritize tasks included within the FA. A more detailed description of this support is included in the discussion of technical expertise in Section IV.

CTA Support. On-site CTA support staff will be backed up by dedicated scientists at team institutions. Both core and project tasks will be included in CTA support, with on-site labor applied primarily to core support. This combination of on-site and at-university support for CTAs will focus on knowledge transfer of computer modeling applications and computational algorithms, methods, and tools to the DoD user community. MOS will engage DoD HPC users through a combination of user support and CTA training, on-site presence at SRCs with the greatest concentrations of users in each CTA, and through remote contact and visits at other appropriate SRCs. There will be continual proactive contact from CTA support staff to facilitate both user assistance and feedback, as well as active training, assistive collaboration in applications, collaborative tool enhancement and development, and maintenance of PET OKC.

Cross-community FAs. Table 3 in the SOO implies that some on-site support in CE, ET, and CDLT may be desired or required. While MOS is willing and able to provide on-site support in these FAs, we observe that the range of technologies in CE/ET is so broad that significant investment of core resources will be required to meet more than very specialized demands for on-site expertise in these areas. Therefore, we recommend remote support of CE/ET, using Tiger Teams to address short-term needs and MOS staff who spend time as needed for targeted on-site interaction. We recommend these two FAs place heavier emphasis on project than core tasks, implementing Tiger Teams and project tasks to allow annual evaluation/reconstitution, with core funding directed only at leadership. CDLT will be addressed similarly. However, core tasks will include provision to enable CDLT to operate the communications network for PET and the training program through on-site Technologists at the four MSRCs. CDLT staff will visit SRCs as needed for installation and maintenance of training facilities. MOS will operate the OKC centrally, without on-site staff. Core funding will provide leadership and ongoing operation only, the latter through the on-site Technologist (see Table 3). Enhancements in this FA will be done through project tasks. All FAs will continually supply content. In EOT, training courses and workshops will be funded through core tasks and will be conducted by MOS and other institutions engaged for specialized topics, but without on-site staff. Funding for MSI leadership will also be included in core for EOT. MSI enhancement programs will be funded as projects.

E. Core Tasks. MOS will conduct core tasks in the 15 FAs, under the direction of the relevant Component. Core tasks will be addressed by a combination of on-site staff and staff located at supporting team institutions. They will include:

Technical Support. MOS on-site staff, supported by additional expertise at team institutions, will provide advanced technical support to all DoD HPC users during specified working hours for all CONUS time zones via email, phone contact, teleconferencing, and videoconferencing. Our approach will enable coordinated technical support across all FAs and all SRCs and remote sites. Further continuous technical support will be provided by web-based feedback mechanisms incorporated into the PET OKC. This support will be coordinated with MSRCs to provide upload from the helpdesks.

Productivity Enhancements. MOS will review and enhance codes running at all SRCs in collaboration with DoD CTA users, with concomitant interest in the other FAs, and relevant application codes spread across SRCs and Components. We will develop and implement a strategy identifying the best candidates for enhancement and will collaborate with relevant users and/or developers to improve efficiency/effectiveness. FA POCs, working with the respective CPOCs, will direct this review and enhancement effort, and the strategy will be determined in consultation with the Government. To facilitate determination of appropriate targets for enhancements, MOS will create and maintain a taxonomy of codes in use for all CTAs, as well as CE/ET tools, through direct contact with users and analysis of SRC utilization statistics.

Technology Transfer and Transition Support. MOS will continually monitor new developments throughout the national HPC research community, and will broker new and innovative technologies for application in the DoD user community. Interaction between the two PACI Leading Edge Sites with major HPC vendors will be leveraged in this technology transition. Training courses, seminars, technical conferences and workshops, web-based material on the OKC, and one-on-one assistance will support this. MOS will provide technical assistance to SRC staffs to ensure transition of new technologies and programming environments.

Training Content. MOS will develop training content across all CTAs and the other FAs and deliver it across all SRCs and remote sites in a coordinated and efficient manner. We will work with the Government and DoD users to identify training needs and appropriate delivery modes, and to develop and implement an effective training plan.

Community Development. MOS team will identify new potential applications of HPC technology across DoD and introduce users to these opportunities. To this end, we will maintain awareness of emerging interests and applications, as well as of available and developing HPC technology and application codes, and will work to couple users with these. MOS will address development through workshops, seminars, conferences, symposiums, and tutorials. MOS will organize cross-cutting thrusts to assist users in areas such as multidisciplinary applications, collaborative SciViz, metacomputing, cluster computing, and data-intensive computing.

On-Site Support. The appropriate on-site presence in each FA will be determined considering user requirements, in consultation with the Government. The integrated nature of our team, supporting all FAs across all Components, will enhance attraction of high-level on-site personnel. On-site permanent PhD scientists will be supplemented with visiting scientists, post-docs, and graduate students when appropriate (all US citizens). We believe this will greatly enhance communication with the universities and will thus increase the responsiveness of PET support for DoD users at the SRCs. In addition to continual core support, funds will be set aside each year in consultation with the Government for rapid response (Tiger) teams and project tasks, supplementing core support. Tiger Teams will typically be 12 months or less in duration, while projects will generally address longer efforts (1-3 years). Both of these will be reconstituted annually (also in mid-year as necessary) by the Executive Committee, working with the CPOCs and the relevant FA POCs, and in consultation with the Government.

To create the table below, MOS used our combined experience at managing PET and providing support for the past five years plus the BAA-recommended positions. The "0.5" FTEs reflect our proposal to combine CFD/EQM and CWO/EQM on-sites at NAVO and ERDC (see IV-A and B). The data in Table 3 were used to construct the ROM cost estimate given in Section V (Table 4). MOS is prepared to implement this proposed on-site staffing quickly upon award.

Table 3. Proposed On-Site Staffing for PET

Position
NAVO
ASC
ERDC
ARL
Other

CPOC
1
1
1
1


Admin/Financial Asst
1
1
1
1


Technologist
1
1
1
1









CSM

1
1
1


CFD
0.5
1
1
1
2 (AEDC, Pax River/DTRA)

CCM

1

1
1 (NRL)

CEA

1

1
1 (Huntsville)

CWO
1

0.5

1 (Monterey)

SIP

1

1
2 (Huntsville, Rome)

FMS




1 (Huntsville)

EQM
0.5

0.5



CEN

1


1 (San Diego)

IMT




1 (AEDC)

Total FTEs = 38
5
9
6
8
10

Single POC. The FA POCs will provide a "single face" to the DoD CTA Leads and the DoD HPC user community as a resource for answers to questions regarding the FA, through a combination of direct contact via email or phone and the PET OKC. MOS will be responsive to the Government for reporting progress, recommendations, and solutions to problems. The FA POC will coordinate cross-functional, multidisciplinary projects across FAs, providing pertinent information to the respective CPOC.

F. Project Tasks. MOS, supporting all Components, will initiate project tasks both within particular CTAs and spanning multiple FAs. Our approach will enable a natural process of cross-functional and multidisciplinary project determination and execution. Project tasks will be addressed by forming multidisciplinary teams of scientists/engineers from MOS, supplemented by expertise from Preferred Resources and other institutions beyond the team when necessary for specific tasks. MOS will include in our proposed SOW an Indefinite Duration, Indefinite Quantity (IDIQ) provision to allow expansion of PET projects beyond the projected funding level if selected DoD agencies want to support them. This provision will allow HPCMO and the SRCs to leverage PET to address critical DoD problems that require additional funding. It will also provide major incentives for team members to seek out opportunities to take on larger efforts that make significant contributions to DoD R&D.

Project Determination and Review. Project tasks will originate from DoD user needs and advocacy identified in the course of continual contact with users that will be maintained through on-site personnel, FA POCs, and CPOCs. The OKC will incorporate a mechanism for DoD users to request consideration of project tasks, and an annual notice of the upcoming review and assignment of project tasks will be posted to solicit user input. FA POCs and CPOCs, in consultation with the DoD CTA Leads, will screen suggestions for project tasks, and a list of nominations with potential project teams will be formulated for consideration and selection by the Government.

Project Monitoring. Project tasks will be monitored by the Project Director, the FA POC/CPOC when confined to a single FA, or by a committee comprised of the Project Director and relevant FA POCs/CPOCs when cross functional. Quarterly progress reports will be required and posted on the OKC. Semi-annual project review meetings will be conducted across all FAs and Components, with the Government specifically included. These meetings will be open to the entire DoD HPC user community, and will be web-cast to all SRCs. Annual general reviews will be conducted at each lead university to provide the Government an opportunity to see the entire academic team and gain insight into capabilities that exist there.

G. Past Performance. The MOS team includes the major universities who have been most effective in supporting the PET program successfully for the past five years, supplemented by certain preferred resources and established relationships. In addition to our technical accomplishments within the CTAs, we have established working relationships with key DoD staff and users. We are also keenly aware of pitfalls encountered in the past and have formulated appropriate avoidance strategies.

H. Key personnel retention plan. For the final proposal, MOS will submit a detailed key personnel retention plan. Initially, our goal is to keep the current group of on-site personnel in place, subject to evaluation, to preclude a temporary drop in user support. The MOS universities already have on-site PhD scientists in place at three MSRCs, and a branch co-located with the fourth. This existing on-site staff is a significant resource that will be retained as appropriate. MOS will retain the on-site EQM scientist already in place at ERDC and give him a combined EQM/CWO focus. We will place a combined EQM/CFD person and a full-time CWO scientist at NAVO. MOS will quickly place a SIP scientist on-site at ASC; and will retain the CCM, CSM, CFD, CEA and CEN scientists in place there now. MOS will retain the on-site CFD scientists already in place at ERDC, ASC, and ARL; will quickly place a CFD on-site at AEDC; and will establish a combined on-site presence at Pax River/DTRA. We will retain the CSM scientists in place at ERDC and ASC and will quickly place one at ARL. MOS will retain/replace the on-site CFD, SIP and CCM scientists already in place at ARL; and will quickly place CEA and CSM scientists there. Some of the current staff supporting FAs are not in locations on the recommended list given with the BAA. We will continually review with the Government both the performance of on-site personnel and the need for them at specific locations.

I. Commitment to User Focus. Each FA has its own unique variation of this, but in general, MOS will continue to use the outreach techniques that have been so successful for the past five years: review of user lists, taxonomies of SRC utilization, maintenance of user email lists, "guest" registrations on websites (and now OKC), attendance at workshops/training, feedback from user surveys and user groups. On-site staff have close ties with the users and are responsible for responding to and guiding PET management in the interests of those users.

J. Role for MSIs. Our approach to involving MSIs in PET will incorporate three elements: 1) Inclusion of MSI expertise in FA support. An example is JSU’s role in EQM and CCM, as well as in SciViz (ET) and databases (CE). 2) Implementation of distributed computing and communication technology at MSIs as a testbed for broader DoD application. Examples are CDLT and clusters. 3) Direct enhancement of student/faculty experiences at MSIs. Examples are regular courses offered remotely from team institutions via CDLT, internships and visiting professor positions at DoD sites and team institutions, and summer workshops. These can have more far-reaching effects at MSIs than the provision of undirected equipment. Equipment may, of course, be a part of the second element. Core funding will be applied to MSI leadership.

MOS (through Fox, FSU) also has ongoing relations with the High Technology Committee of the American Indian Higher Education Consortium, the White House Initiative on Tribal Colleges and Universities, and the American Indian College Fund, and thus we can explore opportunities to appropriately involve Native Americans in PET.

III. Partnering/Teaming Arrangements
This area was discussed in detail in Section II, parts A and B.

IV. Technical Expertise in Functional Areas

A. Component 1 (NAVO)

1. CWO. MSU has a branch, the Integrated Data Systems Laboratory (IDSL), co-located with NAVO. IDSL works primarily with the Navy to support coastal and ocean modeling research, and is developing the Distributed Marine-Environment Forecast System (DMEFS), an open framework in which to operate validated climate, weather, and ocean models. CWO differs from other CTAs in that the focus is strongly on very large and validated production forecast codes. The most immediate impact on CWO is likely to come from associated technologies (feature detection in large datasets, assimilation of data sources, code coupling, assistance in code migration). Thus our approach is to lead this FA with strong support from ET and CE, bringing them to bear directly on CWO needs.

The next CWO frontier is coupling/nesting of models with different physics, spatial or temporal resolution, numerics, etc. In the near term, MOS will address the (flux conserving) coupling of the Navy Coastal Ocean Model (NCOM) to various mesoscale atmospheric models (MM5, COAMPS) on large distributed memory HPC systems. We will also address load balancing for nested models (COAMPS, WAM). Major issues in CWO relevant to DoD HPC users are enhancement of algorithms and solvers; scalable operation; monitoring and steering of simulations; collaborative visualization with feature detection; large dataset management and analysis; data assimilation from distributed and disparate sources; and mesh generation and adaptive mesh refinement. Much of this work interacts strongly with other FAs, in particular ET, CE, EQM and CFD. MSU has significant experience in ocean SciViz and assimilation/analysis of ocean datasets with NAVO. OSU has an on-site PhD scientist in place at ERDC for CWO, and Texas has a PhD scientist in place at ERDC for EQM who has NAVO CWO experience.

2. EQM. This will be led by the Texas Center for Subsurface Modeling (TCSM). TCSM consists of an experienced multidisciplinary team of engineers, computational scientists, and applied mathematicians with a strong record on environmental subsurface and surface flow modeling. They have worked with governmental and industrial organizations for more than ten years, and have been involved in EQM and CWO DoD activities at ERDC and NAVO for the past five years. TCSM has impacted a number of DoD simulators, including CE-QUAL-ICM, ADCIRC, CH3D and POM. Major issues in EQM relevant to DoD include chemical/biological reactions, multiphase flow in heterogeneous porous media, particulate flows, multi-physics models, multiple spatial and temporal scales, conservative flux projection between meshes, geological databases, assimilation of measured data into models, integration of data from multiple sources, collaborative analysis and decision-making. Geometry, data management, and SciViz as well as solver, algorithmic, and error estimation issues noted in CFD/CSM are also important to EQM/CWO. Texas has an on-site PhD scientist in place at ERDC MSRC by virtue of its present lead in EQM PET support.

3. Computational Environment (CE). The Innovative Computing Laboratory (ICL) at UTK has been an internationally recognized academic leader in HPC for over a decade, producing software systems such as PVM, LAPACK, ScaLAPACK, ATLAS, NetSolve, and PAPI. ICL has helped lead industry-wide standardization efforts including the MPI Forum and the BLAS Technical Forum. All users need to be aware of and make effective use of the best available compilers, libraries, debuggers, performance analysis tools, and mathematical subroutine libraries.  In coordination with SRC staff, MOS will identify existing tools, evaluate them, and deploy and document the most effective ones as consistently as possible across the SRCs.  This ongoing evaluation process will lead to identification of new tool development projects by MOS to address DoD user needs not met by existing vendor tools. Tools proposed for deployment will be tested with a selected group of users before deciding on full-scale deployment. All tools chosen for deployment will become an integral part of the CE and will be supported with comprehensive training, documentation, and user support.

MOS includes the leading developers of metacomputing software and will provide tools and expertise to help users develop ”grid-aware” applications that can dramatically increase their simulation capabilities. Such tools range from job submission and scheduling mechanisms to full-scale computational metasystems (e.g., Globus) that manage data, files, and jobs. NCSA, SDSC, and OSC, as leaders in clusters kits development, will help develop computational clusters for code development and small-scale simulations and port grid software to these clusters to simplify migration to other DoD platforms, from workstations to mainframes.

SDSC, NCSA, and FSU are the leading academic institutions in developing computational science portals (Gateway, GridPort, etc.) for HPC and computational grids in NSF, DOE, and NASA. We will develop portals for general users and for specific DoD scientific applications that serve large communities. Such portals can help increase the number of DoD HPC users by serving as "virtual laboratories."

B. Component 2 (ASC)

1. FMS/C4I. The key technical challenges in FMS HPC applications are threefold. The first major challenge is that of scale. As combat environments become more complex, there is a need to model an increasing large number of "things" and their characteristics. For example, several years ago in open field combat modeling; there was no need to model the effect of any vegetation smaller than a large bush or small tree. Now, with robotic entities and small-footprint mobile munitions, these now become tactically significant. The second challenge is that of fidelity, or the number of attributes per entity. It is fairly easy to model the actions of large armored forces in the open field with visual sensors. But modeling individuals in an urban environment with thermal, acoustic, and imaging sensors requires that simulation fidelity be significantly more detailed and faithful to the real world. The third and greatest challenge facing FMS HPC applications is relevance/technology transfer. As key developers and maintainers of current and next-generation modeling, simulation and training systems (ModSAF OneSAF Testbed [Army], JSIMS [Joint], NASM [Air Force], WARSIM [Army]), we are uniquely positioned in this area to ensure the focus of this FA is on needed technology and that our results find their way into operational systems for warfighters.  Our work on integrating the SPEEDES-based simulation engine into the JSIMS program is an example of the successful technology transfer from the research scientific community to warfighter applications.  Furthermore, the co-location of the FMS FA POC with STRICOM, the Army's procuring agency for FMS systems, provides a unique opportunity to create technology transfer applications with the largest consumer of simulations services in the DoD (the US Army).

We anticipate the following types of applications/projects/multidisciplinary activities in FMS: modeling C4I for digital forces, variable resolution entities to provide scaleable systems; data mining and reduction of training/operational data to distill relevant actions and trends, and military organizational dynamics. In addition, we will use FSU and their collaborators to provide continuity with existing PET FMS support and CHSSI efforts.

2. IMT. IMT primarily supports the Test and Evaluation (T&E) community to improve the acquisition process by harnessing HPC resources to assess materiel requirements and support acquisition. It differs from other CTAs in that activities tend toward time-critical computational efforts in “interactive” and “real-time” modes. Although these are the predominant challenges, “non-real-time” computing plays a significant role, since it may be the only current way of accomplishing test missions. The T&E HPC Modernization Plan defines three major capability areas that will be established or substantially enhanced: System Modeling and Simulation, High Performance Range Instrumentation, and High Performance Databases. IMT encompasses a broad spectrum of activities ranging from T&E to modeling and simulation (M&S). Included are planning, optimization and conduct of tests, new computational architectures for enhanced real-time processing, automated data acquisition from remote test sites and remote sensors, data mining, data fusion, secure transmission of test data employing high bandwidth networks, storage and rapid, intelligent retrieval of massive amounts of numerical, image/pattern and textual data, to HPC for M&S and model VV&A. The IMT vision is creation of an environment where T&E and M&S are truly integrated so the benefits of integration are maximized. We will work closely with other CTAs, especially SIP, to make this vision a reality.

3. SIP. MOS has extensive experience with DoD research, with more than 20 years total in funded DoD SIP research. OSU has also had broad and extensive interactions with related CTAs, most notably CEA and IMT. SIP is concerned with the acquisition, analysis, and understanding of mission critical information collected from a variety of sensors and sensor platforms. Examples include: 1) radar and synthetic aperture radar (SAR) data (such as Global Hawk, AWACS); 2) hyperspectral imagery collected from satellites; 3) acoustic data collected from passive sensors such as those employed on SADARM munitions, and active acoustics such as sonar; and 4) various communications and intelligence signals arising from both the battlefield and covert domains. Typical DoD SIP users are the intelligence, surveillance, reconnaissance, and targeting communities. SIP expertise is also employed by the IMT, T&E, and weapons development communities. SIP algorithms are used for detecting, tracking, locating, jamming, CCW, classification, and compression of signals for storage or transmission.

SIP activities are broad in scope, and as a result, penetrate into virtually every aspect of modern warfare and defense strategy. The community includes a sizable number of users executing relatively traditional HPC research codes such as very large-scale simulations, complex optimizations, and highly parallel data analysis tasks. It also includes the embedded community, whose focus is on HPC-level computations that must be embedded in platforms that are space, power, and weight constrained. Many SIP applications require real-time response and minimal compute latencies. SIP algorithm developers frequently need to employ extensive synthetic data generation to support algorithm verification. An example is the ATR codes that commonly rely on CEA codes for both development and verification.

We anticipate a significant portion of SIP will be devoted to supporting development of ATR, surveillance, and intelligence systems. The effort will be particularly oriented towards ongoing work at ARL and ASC. It will encompass projects that impact weapons and warfighters, T&E, lethality, and communications. We will structure our core support to cover work across a range of sensors and sensor modalities, including HRR (High-Range Resolution Radar), SAR systems such as TESAR (Tactical Endurance SAR) and MSTAR (Mobile and Stationary Target Acquisition and Recognition), and acoustic systems such as Wide Area Munitions. We anticipate supporting ongoing DoD projects that include VSIPL, SHARP, NCTI (Non-Cooperative Target Identification), and the DDB (Dynamic DataBase), albeit to varying degrees. Dr. Ahalt is currently collaborating with Dr. Cleve Moler at Mathworks to determine how best to realize a fully parallel MATLAB that can be made available for DoD researchers.

In 1998, under PET sponsorship, we initiated an annual SIP Forum. The forum objectives were to convene, by invitation, a group of SIP experts from Government, industry, and academia to assess the state-of-the art in SIP activities. The past three SIP Forums have been co-sponsored by ARL, NAVO, and ASC MSRCs resulting in identification of critical DoD HPC problems. We plan to concentrate training on Higher Order Languages (HOLs) such as MATLAB, Simulink, and Real-Time MATLAB. We will continue to deliver our basic MATLAB course.

4. Enabling Technologies (ET). MOS will address ET for both computer science and computational science technologies. The former include advancing tools and standards for generalized run-time; pre- and post-processing analysis on very large datasets, including SciViz, feature detection, and image processing; data mining and knowledge discovery; and methods of intelligent extractions of useful information from data. The latter include algorithms, finite element/volume and finite difference discretizations with mesh/geometry generation, adaptive meshes and a posteriori error estimators, projection between meshes, iterative solvers, and multiphysics interfaces and problem solving environments.

MOS team members are the principal players in a number of leading edge ET projects funded by NSF, NASA, DOE, and DoD. The Storage Resource Broker (data mining) and Collection-based Persistent Archive (digital libraries) are two examples of SDSC’s leadership in data-intensive computing. The Data Visualization Corridor is a DOE ASCI funded project that in which SDSC is developing the ability to page data from remote storage systems into 3D visualization systems. FSU’s remote 2D and 3D visualization technologies in the Gateway portal and Utah’s SCIRUN software for computational steering demonstrate additional SciViz capabilities pioneered by MOS members. OSU’s development of new SIP algorithms for HPC platforms has immediate applications in automatic target recognition, scene generation in SADARM simulations, radar propagation codes, and radar cross-section codes. FSU has developed the Grid Editor for editing three-dimensional Cartesian meshes used in CEN and other areas. Texas is the leading university in the development of scalable algorithms and solvers for multi-scale physics, especially in EQM. The MOS Consortium comprises most of the leading researchers and institutions in ET, and these researchers are committed to developing tools that will have impact on DoD scientific capabilities.
Our integrated solution will involve on-site CTA scientists with ET faculty at universities, with visiting scientists, and Tiger Teams as appropriate in certain technical areas included in ET. Support for mesh generation will be provided in connection with the five mesh-based CTAs (CEA, CFD, CSM, CWO, EQM). NCSA has on-site scientists in place at ASC and ARL by virtue of its existing lead in PET for SciViz support.

C. Component 3 (ERDC)

1. CFD. The ERC at MSU is a leading center of CFD research focusing on complex physics and geometries, addressing real-world applications in complicated configurations. CFD expertise at MSU encompasses aerodynamics and hydrodynamics, internal/external flows, reacting flow, time-dependent geometries, and free surface flows, block-structured, unstructured, overset, moving, and adaptive meshes. CFD support in PET will leverage major research efforts in the ERC sponsored by DoD, NASA, NSF, DOE, and industry. Major issues in CFD relevant to DoD HPC users are multidisciplinary applications and optimization, portable scalable algorithms and solvers, monitoring and steering simulations, collaborative SciViz with feature detection, mesh generation and adaptive mesh refinement, rapid geometric configuration generation and design modification, large dataset management and analysis. Much of this interacts strongly with FAs in other Components, in particular ET/CE and the other mesh-based CTAs (CEA, CSM, CWO, EQM). ERC already has on-site PhD scientists in place at three MSRCs: ERDC, ASC, and ARL (including an Overset Knowledge Center) by virtue of its present lead in PET CFD support at these three MSRCs. There is an ERC branch already in place (outside present PET) at SSC, co-located with NAVO. MSU has a long history of involvement and exchange of personnel with AEDC, as well as prior relations with Patuxent River.

2. CSM. MOS, through the Texas Institute for Computational and Applied Mathematics (TICAM), has experience in high velocity impact and penetration, structural analysis, structural acoustics, propulsion systems, survivability, response of underwater and underground structures to explosions, and nonlinear vehicle dynamics. Major issues in CSM relevant to DoD are efficiency and reliability of very large simulations applied to multi-field events, aeroelasticity, composites, probabilistic failure analysis, structural control and survivability, dynamic impulsive loading of structures and materials, multi-physics models and algorithms, error bounding and control, adaptive mesh refinement, contact-impact problems, fragmentation, fracture, fluid-structure interactions, transient simulations of shock-like structures, and modeling uncertainty, probabilistic failure analysis, structural control and survivability, as well as the same geometry, data management, and SciViz noted above in connection with CFD. Candidate codes for the introduction of new technology are CTH, DYNA3D, and PRONTO. New finite element methodologies (FEM) with potential are Generalized FEM, Partition of Unity methods, and Discontinuous Galerkin techniques. MSU and NCSA already have on-site PhD scientists in place at two MSRCs (ERDC, ASC) by virtue of our present lead in CSM support.

3. PET Online Knowledge Center (OKC). MOS will establish and maintain a single PET OKC serving all FAs across all SRCs thereby serving the entire DoD user community. The OKC will provide repositories of PET programmatic information and technical knowledge in computational science, giving ready access to software tools and products, and continuously making available for reference current information on PET projects in all areas. FSU and SDSC under previous PET funding, e.g. Information Environment project led by ASC, have already developed prototypes of the OKC; both of these institutions are leaders in the development of computing portals, along with NCSA and UTK (software repositories). The MOS solution will leverage these projects to produce an OKC as a single web portal, with a single navigational hierarchy and information strategy and one search mechanism, while providing ready access to a vast amount of information and expertise from distributed sites. This activity also needs to leverage the EOT and CLDT activities; the MOS solution promises the most effective means of doing so by having those efforts integrated into the same team.

4. Education, Outreach and Training (EOT) Coordination. Our approach will provide a coordinated program of EOT across all CTAs and across the entire DoD user community, enabling efficient and productive delivery of instructional content. EOT will provide significant opportunities for MSIs, undergraduate students, graduate students, postdoctoral and visiting scientist/engineer appointments, and the training of future DoD HPC users. This integrated MOS team, supporting all four Components, will be naturally positioned to coordinate on-site training at the SRCs and remote sites; selection and implementation of optimal training delivery methods and media; outreach forums such as conferences, workshops, seminars, and symposia. We will provide advocacy for the development and implementation of programs and activities promoting careers in computational science and HPC. MOS institutions operate graduate programs and offer graduate courses at some DoD sites. The MOS team will provide DoD-wide graduate and certificate programs, a post-doctoral and visiting scientist/engineer appointment program, and summer institutes and intern programs, as well as ongoing training, conferences, workshops, and seminars delivered on-site, by interactive video, and web-based on-line across the DoD HPC user community. We will offer short courses and seminars related to HPC and the CTAs at the Service Academies and professional military education institutions to reach the sources of the next generation of military leadership.

D. Component 4 (ARL)

1. CCM. CCM has consistently been one of the most successful CTA areas supported by PET during the last five years. CCM has excelled in user outreach, close coordination with CHSSI, new methods identification and application, and development of projects that support important DoD research goals. OSC currently has an on-site person at ASC, an on-site vacancy at ARL, two full-time and several part-time support staff at OSC. We have worked closely with JSU and CAU bringing their efforts into the mainstream of CCM support.

The key challenges for CCM include helping the DoD address larger, more complex applications that stress the limits of current codes and hardware. For example, our team assisted in writing two successful Challenge Project proposals. CCM applications are increasingly being applied to multidisciplinary and multiscale problems, such as providing domain-specific expertise in support of the emerging structural materials modeling collaboratory under development at ARL. The underlying physics of low frequency response modeling, in collaboration with CEA, require materials models capable of treating systems at the high levels of accuracy necessary for reliable reproduction of molecular vibrations, a multiscale problem requiring scientifically advanced and computationally challenging methodologies.

CCM efforts in software request solicitation, code evaluation and procurement have created a technical foundation on which to build diverse materials and surface science solutions. We will continue to promote use of new codes via assorted proactive tech transfer strategies (periodic announcements, online "tips" pages, friendly submission scripts, etc.). We will also help train users to employ available codes and will provide instruction in the underlying theory and methodology through events such as the annual PET/CHSSI workshop. OSC already has an on-site PhD scientist in place at ASC and is replacing the one at ARL by virtue of its present lead in PET support for CCM.
2. CEA The main focus for this FA is as follows: CEA has developed a parallel finite difference time domain (PFDTD) code under PET for electromagnetic (EM) scattering problems. This code will soon be distributed to a select number of DoD users for beta testing. One of the major disadvantages of the FDTD method is its inability to handle small-feature geometrical detail.  This disadvantage can be overcome with sub-meshing concepts. We plan to develop a robust algorithm for sub-meshing for FDTD and incorporate it within the general framework of an adaptive mesh refinement algorithm. The EM Code Consortium (EMCC) is a DoD organization dedicated to code development and maintenance for EM codes. PET has always provided significant support for them by running their annual symposium, providing short courses, etc. This support will continue. A comprehensive plan will be developed to test the accuracy and range of validity of the various codes available to the DoD community. Both comparisons to other codes as well as measurements will be done. Because PFDTD will go through an intensive battery of tests to check its accuracy, it will play an important role in checking the accuracy of other codes. A measurement program will be initiated at OSU to provide benchmarks for the DoD community through PET. Code benchmarking will be done in close collaboration with EMCC.

There are no common user interface concepts or preprocessing/post-processing tools for EM codes. The codes use different mathematical algorithm libraries, some of which are very outdated. In collaboration with ET and CE, we plan to develop, with the aid of EMCC, concepts for future code development in CEA including new technologies such as Java, XML, and VTK/TKL for tools and advanced matrix solver packages such as the ones from UTK. OSU already has in place an on-site PhD scientist at ASC by virtue of its present lead in PET CEA.

3. CEN. Among the top CEN priorities are RF electronics, optoelectronics, and related nanoelectronics such micro- and nano-electro-mechanical systems (MEMS/NEMS), due to their critical importance in underpinning a broad range of systems for the future electronic battlefield.

Our current activities include support of CHSSI codes, installed commercial applications, and web-based interactive training applications. Our CHSSI support (CEN-5, EBE-1) uses our combined expertise in commodity cluster computing as well as the more upscale platforms typically found at DoD HPC centers. We have very strong and active efforts underway in the simulation of optoelectronic devices, particularly semiconductor lasers. We have also recently expanded our academic collaborators to support other areas of optoelectronics through a joint proposal with the Electro-Optics Program at the University of Dayton to support DoD science and technology efforts in the avalanche photodiode area.

The wide use of MEMS/NEMS has broad potential for DoD, and it is developing so rapidly it is essential to provide a solid bridge between DoD and academia, so DoD researchers will have smooth access to academic codes and expertise. Interactions with PET team members from other CTAs (CSM/CCM/CEA) have proven useful in the past and will be essential to address future requirements for interdisciplinary expertise in the above areas, especially MEMS/NEMS. NCSA already has in place a PhD scientist at ASC by virtue of its present lead in PET support for CEN.

4. Collaborative and Distance Learning Technologies (CDLT). MOS will provide a common collaborative communication and distance learning infrastructure across all the SRCs and remote sites, with common standards and coordinated operation for ready access by DoD users. FSU is one of the leading institutions in CLDT, and NCSA and SDSC are active in developing these technologies for large, diverse, geographically separated communities of scientists. A central element of this infrastructure will be establishment and maintenance of state-of-the-practice access points at SRCs, including integration of existing MBONE and PictureTel installations with the Access Grid network in place at the PACI sites. Larger classrooms equipped for distance learning will also be established and supported at the MSRCs and at appropriate DCs. These facilities will enable virtual meetings, on-line training, and on-line consultation, information, and tutorials. MOS will be positioned to coordinate training content provision across all Components for developing, testing, and deploying distance learning technology and course material across all CTAs and the DoD user community. MOS will interact strongly with the DREN initiative to ensure collaborative and distance learning activities are coordinated and incorporated into the HPCMP networking and security infrastructure.

V. Affordability

MOS understands PET funding may vary from year to year and Component funding will not necessarily be equal after the first year. Our ROM cost estimate for the eight-year PET program includes estimates for all on-site and program management staff, estimates for core support travel, and ODCs. Approximately 4% was set aside for overall program management; of the remainder, core and project funds are roughly equal (47% and 49%, respectively). Overall program management costs are divided equally among the four Components core funds. Core funding includes all proposed on-site personnel in Table 3. The ROM cost estimate assumes a 4% cost escalation compounded over the eight-period and fits the total estimated PET funding to $144M for the entire contract. For this reason, it starts off at less than $18M/year.

Table 4. PET ROM Cost Estimate for 8 Years

ROM Costs in $M
Year 1
Year 2
Year 3
Year 4
Year 5
Year 6
Year 7
Year 8
Totals

Component 1
Core
 $   1.4 
 $   1.4 
 $   1.5 
 $   1.5 
 $   1.7 
 $   1.7 
 $   1.7 
 $   1.7 
 $   12.6 


Project
 $   2.5 
 $   2.6 
 $   2.8 
 $   2.9 
 $   3.0 
 $   3.1 
 $   3.2 
 $   3.3 
 $   23.4 


Total
 $   4.0 
 $   4.1 
 $   4.2 
 $   4.4 
 $   4.6 
 $   4.8 
 $   4.9 
 $   5.1 
 $   36.1 













Component 2
Core
 $   1.9 
 $   1.9 
 $   2.0 
 $   2.1 
 $   2.3 
 $   2.3 
 $   2.4 
 $   2.4 
 $   17.3 


Project
 $   2.0 
 $   2.1 
 $   2.2 
 $   2.3 
 $   2.4 
 $   2.5 
 $   2.6 
 $   2.7 
 $   18.7 


Total
 $   4.0 
 $   4.1 
 $   4.2 
 $   4.4 
 $   4.6 
 $   4.7 
 $   4.9 
 $   5.1 
 $   36.0 













Component 3
Core
 $   2.8 
 $   2.8 
 $   2.9 
 $   3.0 
 $   3.2 
 $   3.3 
 $   3.4 
 $   3.5 
 $   24.8 


Project
 $   1.2 
 $   1.3 
 $   1.3 
 $   1.4 
 $   1.4 
 $   1.5 
 $   1.5 
 $   1.6 
 $   11.1 


Total
 $   4.0 
 $   4.0 
 $   4.2 
 $   4.4 
 $   4.6 
 $   4.7 
 $   4.9 
 $   5.1 
 $   35.9 













Component 4
Core
 $   2.0 
 $   2.0 
 $   2.1 
 $   2.2 
 $   2.4 
 $   2.4 
 $   2.5 
 $   2.5 
 $   18.2 


Project
 $   1.9 
 $   2.0 
 $   2.1 
 $   2.2 
 $   2.3 
 $   2.4 
 $   2.4 
 $   2.5 
 $   17.8 


Total
 $   4.0 
 $   4.1 
 $   4.2 
 $   4.4 
 $   4.6 
 $   4.7 
 $   4.9 
 $   5.1 
 $   36.0 













Totals
Core
 $   8.1 
 $   8.2 
 $   8.5 
 $   8.9 
 $   9.5 
 $   9.6 
 $ 10.0 
 $ 10.1 
 $   72.8 


Project
 $   7.7 
 $   8.0 
 $   8.3 
 $   8.7 
 $   9.0 
 $   9.4 
 $   9.8 
 $ 10.2 
 $   71.1 


Total
 $ 15.8 
 $ 16.2 
 $ 16.9 
 $ 17.5 
 $ 18.5 
 $ 19.0 
 $ 19.7 
 $ 20.3 
 $ 144.0 

VI. Conclusion
Data provided in the BAA demonstrate that the scope of technical efforts at DoD user sites span many CTAs. The technical activities at all these sites will benefit from technologies and expertise in the five supporting FAs as well. Therefore, division of these 15 FAs into four Components, while a managerial convenience, is clearly not indicative of limitations and boundaries of interest/support. The opportunity offered in this BAA to establish unified and integrated support across all FAs for all DoD HPC user sites is a visionary move that can significantly enhance PET support to address current and emerging DoD applications. Fragmentation into separately supported contracts will create unnatural boundaries between FAs and DoD user sites. Our proposed solution offers unified support across all areas and user sites without such unnatural and inefficient fragmentation, through a committed university team with appropriate industrial involvement that is of sufficient breadth and continuity to execute this effort with confidence. This solution establishes a direct link between DoD scientists and the university community, bringing specific university research centers and groups into ongoing commitment to collaborative support of DoD researchers, while providing adaptable access to other university groups as developing special needs require.

Most of the universities on the MOS team have five years of successful experience with the PET activity (including nearly all of the most effective past participants), and we are prepared to move in this new direction without any significant ramp-up. The structure of the new program will enable the MOS team to provide even greater impact. To this group, MOS has added other select institutions that provide nationally recognized leadership and expertise in areas of science and computing of interest to DoD. This ensures MOS can provide unrivaled, comprehensive coverage for all FAs. The integration, experience, talent, and collective commitment of MOS provides continual presence and superior expertise and while incorporating the flexibility to reach outside to other institutions for special expertise in particular projects as necessary.

Finally, the integrated, university-led solution across all SRCs offered by MOS provides economy of scale and an efficient mode of operation. All elements of the PET support can be coordinated through central leadership to share technology and expertise. This solution provides ready access to all DoD users at all locations without unnecessary duplication of resources and effort. The MOS proposal incorporates decentralized execution through designated leadership of each of the four Components located at the four respective MSRCs. Because an integrated team executes this for all Components, there is opportunity for additional leveraging and synergy to further enhance the scientific and simulation capabilities of DoD.
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