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1.Introduction

Collaborative Computing  involves the information discovery, processing and visualization. There are many type of architectures and strategies for existing systems. But it is not clear in choosing how to design the architecture of collaborative computing system. This is why this report comes out.

2.Elements in studying architecture of collaborative computing 


2.1 Characters of collaborative computing


Data

1)Depending on the number of Data source for collaborative computing. It  can be single source or multi-sources

2)As for the geographically distribution of Data source, it can be central source or distributed sources.
3)Decided by the size and time restriction(real time or not?), there are also many types of Data source.


Information

What’s the difference between information and data? I think reason the appearance of XML can  answer this question. Using XML as an example, I think data is number or string, while Information is the concept represented by data and tag. For example, “28” is the data, <Age>is the tag, so the information is “Age is 28”.

Here I separate Information from data because I think it’s importance for discussing the architecture of collaborative computing.  The central idea of collaboration is “sharing” and sharing information and sharing data are located in different levels. And this also will affect the design of architecture


Program

Program is the code to processing data. There are basically two way to distribute the program in collaborative computing: Centralized and replicated.


Features


1)Sharing Data


2)Sharing program. Dynamic or static


3)Sharing view


4)Applet/Application migration


5)Network adaptation


Collaboration models


1)Master/Slave model.

The extremely example of Master/Slave model is sharing display system, in which the client side is just a “viewer” of the view of Master side.

2)Peer to Peer model.

I personally think Peer to Peer is more complex than Master/Slave one since more interaction involved.

Different understanding of collaboration

1)Collaboration-transparent

2)Collaboration-aware

The first one does not need the sharing application to support collaboration explicitly. But usually the modification of underlying system is needed for it. Most of existing systems are collaboration-aware.

3)Display Sharing


2.2 Some Technologies can be used for of collaborative computing

Client Side

1)Stand alone application(in Java or C/C++). Raw socket connection or middleware request are using for the communications  between client and server.

2)Applet is the traditional way implemented in client side. It enable the client’s iteration with server side. But the disadvantage of using applet is the initial download time is relative long for some impatient clients. 

3)Dynamic page. JSP and/or Servlet  are belong to this category. For some application, there is a trend that Dynamic page will replace applet on client side. The reason is:


--Applet : encapsulate the Java code into text(html/XML).


--JSP/Servlet : dynamic generate the text(html/XML) page from Java.

Java

1)JOS(Java Object Serialization) will be useful for applet or application migration 

2)RMI is the way to send local data to remote machine and get result back.

3)Dynamic class load and applet downloading  get program on remote machine to process local data.

XML and CORBA

Both are glues, but XML glues data and human interface or view; while CORBA glues data between system and system. So, XML is more readable for human while CORBA is more efficient for underlying communication.

3.Case Study

SV2

SV2 is a collaborative data visualization and sharing system developed in Northeast Parallel Architecture Center. 

--Data visualization system

Originated from Scivis, which is a Java-based data visualization system, SV2 enables the collaboration between clients by using Tango as an collaborative infrastructure. 1D, 2D and 3D graphic objects can be collaborative visualized. At the same time, private views are also supported for these situations that clients do not want to sharing their operations on data set. 

--Sharing system

By sharing the VIEW of applet, SV2 had been extended as a sharing system, which is also an infrastructure for collaboration.

Summary: dynamic centralized, thin client and fat client.

CEV [CEV]

CEV is a collaborative environment for visualization using Java RMI, it operates using only high-end workstation along with many inexpensive machines that need only the capability of running a web browser.
The components of CEV are:

1)VisClient :  VisClient is applet code embedded in a browser. It invokes remote method on VisServer while receiving invocations from BroadcastManager and UpdateImage.

2)VisServer :   The VisServer object runs an application and is only invoked by a VisClient object.

3)BroadcastManager: BroadcastManager resides within the server machine and is responsible for sending synchronization information to all connected clients.
 

4)UpdateImage: it extends the Thread class. It’s created from VisServer and is responsible for calling the native method, which perform the image generation.

Summary : centralized , thin client, RMI.

JAMM[JAMM]

Display sharing is simplest way to make single user applications collaboratively available. JAMM provides sharing functionality for Java applets(& application). It is based on replicated architecture. In JAMM, Event Interception and Broadcasting are implemented by modifying JDK 1.1. 

Features of JAMM:

1)Applet Migration, JAMM uses a modified JOS (Java Object Serialization) package to implement this.

2)Event Interception and Broadcasting, JAMM modified the Java AWT to support event interception.

3)Proxied Externalities. Externality is an object that is not truly platform independent. It represents state external to the portable Java environment, such as : socket, filestream, iostream. JAMM use a semi-replicated solution where

externality objects reside at a single location and are accessible from proxies. 



Summary: replicated, event interception and boardcasting.

Sieve[Sieve]

Sieve introduces a technique that updates standard JavaBeans mechanisms to support use of “Collaboration-unaware” software components. With the technique, components need only conform to basic JavaBeans conventions

In order to be shared across collaborating sessions. Sieve also allows component developers to provide custom mechanism for sharing components.

· Radar views, which is a small window to display other’s view, makes collaboration  not so tight

· “push” event and “pull” data in dataflow

Summary: collaboration-unaware, JavaBeans.

Shastra[Shastra]

Shastra provides a flexible infrastructure for sophisticated WAN based collaborative computing.

The components for Shastra are:

1)Kernels: a set of cooperating servers which are used to manage network resources.

2)Sessions: are the servers responsible for controlling shared access to network services.

3)Brokers: act as distributed task schedulers.

4)Thin Clients: are viewing borwsers 

Summary: basically centralized. Parallel computing and Collaborative computing .

Cache[Cache]

Summary: replicated, event interception and boardcasting.

The usage of caching mechanism in collaborative computing has been addressed.  

1)Caching : improves performance

2)Unsynchronized access : more flexible

3)Eventual consistency : user can tolerate short-lived inconsistencies as long as they are guaranteed eventual consistency. I think this technique is very useful for improving the system performance of collaborative system.

Summary: collaboration-unaware.

A Reference Architecture[attached]

This paper presents a new reference architecture for building collaborative applications which generalizes the models used by a number of successful systems. 

The method to get this architecture is very interesting. The new architecture is based on a decomposition of a generic single-user application which is extended with an essential set of collaborative functions.

Summary: A approach to design the architecture of collaborative system.

CAVE6D[CAVE6D]

CAVE6D is a system to collaboratively visualize multidimensional, time-varying, environmental data.

Two modes of data are supported : local and global

The key components of CAVE6D are:

1)Information Request Broker(IRB), which provides a unified interface to all the networking and database 

needs of the collaborative environment to support the distribution of data across the clients

2)Channel, is a facility of communication between IRB.

2)Key, acts as a soft of a handle to the storage location in the IRB’s database. Each key can be assigned to a specific 

data to be transmitted across the network. These can then be set to trigger a callback whenever they get filled by some 

data, which can then transmit the data to the remote key through the link. This way the IRB transparently 

manages data sharing with the remote subscribers.

Summary: Multiple data sources. CAVE6D  basically is CAVE5D(a non-collaborative application)+IRB.

NICE & CALVIN[N&C] 

A important issue within any networking computing environment is how to control the networking flow. This paper 

Both CALVIN and NICE are collaborative environments. Many issues about virtual reality are discussed in this paper. I think the following points are directly related to collaborative computing:

1)Both are using central server to maintain consistency

2)CALVIN employees DSM(distributed shared memory) to eliminate the need of developing network communication protocol.

3)For multicast, “smart repeaters” are used for slower clients in NICE. Smart-repeaters perform dynamic filtering depending on the client’s throughput capabilities.

4)replicated homogeneous

5)shared centralized

6)shared distributed with peer-to-peer updates

7)shared distributed using client-server subgroup

Summary: Centralized ,adaptive(to slower client), DSM. 

POPCORN [POPCORN] 

POPCORN is a globally distributed computation system. 

An concept in POPCORN is impressive : Computelet, which contains data and piece of code to process the data.

Summary: Computelet. 

Dynamic  Architecture [DA] 

Design the Data visualization system over internet is very difficult because of the variation in the quality of network.

In this system, data visualization has been divided into some stages which composite the visualization pipeline. And

In order to get the best configuration for the visualization pipeline, Dynamic Architecture has been used according to the result of calculation of resource estimation based on  capacity of server and client, and the bandwidth of network.

Summary: Dynamic Architecture. 

Adaptive Architecture [AA] 

A important issue within any networking computing environment is how to control the networking flow. This paper presented a framework allowing applications to distribute data in a scalable way, with regard to both the numbers of applications and the available control bandwidth. 

The real time remote flow control is implemented based on a agent based architecture. And it  provides a better underlying collaborative environment .

I think technology in this paper is very useful when we talking about the collaborative computing in a network which is not so ideal.

Summary: adaptive, QoS. 

XSIL[XSIL] 

XML is a  flexible and way to exchange metadata between computers. In this three tiers system, XML play an important role in the middle tier.

The most impressive character of XSIL developed in Caltech is :

Different client got different view , and server responds the client in the context of client’s interaction. This is implemented   

Trade-offs  in decide how the computer exchange information:

1)Efficiency and flexibility

2)Capability and simplicity

Summary: This is a example of how to use XML in multi-tier system. 

4.Future Work

I personally think software architecture research will be the very hot topic in the following years. And the architecture of collaborative computing is the sub-problem of it.

As for collaboration system, I think personality will get more attention in the future.because:

1)”Everyone keeps everything in the exactly same at everytime” is NOT necessary for most collaborations system, and technically it’s very hard to achieve this.

2)The group in a session will get more support . It means the hierarchy of collaboration will be well established.
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