DoD HPCMP

Computational Grid Initiative Proposal
Executive Overview
The goal of this effort is to create within four years an operational and stable DoD HPCMP Computational Grid (HPCMP Grid) comprising a variety of distributed computing, storage, and visualization resources.  The establishment of the HPCMP Grid will be accomplished by close collaborations among various DoD HPCMP Shared Resource Centers (SRCs) and by involving real end-users at various stages of the initiative so that the HPCMP Grid is fully oriented around the users.  In addition, the initiative will leverage the experiences and extensive knowledge gained by other major computational grid projects to build better computational tools that will permit the DoD scientists and engineers to collaborate and share information and resources.  The requirements that are identified will be tested in a testbed environment to insure that the functional needs of the user and the SRCs can be met using the available technologies.

The HPCMP Grid will be deployed in three distinct phases. The first phase will be a prototype phase developed outside the production environment with local staff performing end-user activities.  In the second phase, a testbed grid will be built within a production environment with both staff and pioneer users working together so that the infrastructure is oriented around the end-users, and is easy to use.  The pioneer users will be a selected set of end-users who will also act as advocates to help promote the ease-of-use of the fully functional grid.  The third and final phase will expand the testbed into a production environment.  At this stage, the HPCMP Grid is operational and stable, and fully accessible to all DoD HPCMP users.

The Project Manager will provide progress reports on regular intervals throughout the project. These progress reports will cover accomplishments and unforeseen problems as well as identifying the focus areas for the next reporting period. The project manager will provide recommended actions to remove obstacles that impede the success of the project as well as revisions to the project plan. 

The Metacomputing Working Group (MCWG) will develop a White Paper to further detail the HPCMP vision, direction, and user requirements for the computational grid.  This will include establishing relationships and active participation in existing working groups and organizations within and outside the HPCMP. 

The estimated annual project costs for years one through four are: $990K, $1,190K, $1,078K and $1,078K respectively. Years one and two include a total of $300K for consulting services to be provided by Argonne National Laboratory.  Years two through four reflect costs for one FTE per MSRC to be responsible for O&M of the system at each site. Additional $24K is included for the support of security certification efforts. Travel costs for training, attendance of Global Grid Forum and delivery of Grid training total $432K. Details can be found in an appendix entitled “Cost Estimate.”
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Background

A computational grid can be broadly defined as a collection of diverse distributed computational, storage, instrumentation, and data analysis resources that are linked together by hardware, software, and configuration management to create a complete environment to enhance the problem solving capabilities of end-users.  The resources in the grid may be assembled without regard to the geographic location of the assets or users.  It is usually assumed that the computational hardware is heterogeneous, and that the grid infrastructure includes mechanisms and frameworks to manage this heterogeneity on behalf of the users and their applications.
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Current grid research and the various experimental implementations address several goals of computational grids.  The primary goals of a computational grid include the seamless and transparent access to a variety of heterogeneous resources, load balancing via metaqueues, or the coupling of data collection with data analysis through advanced reservations.  This environment offers a common user interface to all HPCMP resources that allows users to improve the quality of science via problem solving environments, new generation of computer tools, collaboration and sharing of information, and also to provide the user easy access to a variety of systems.  A future goal is to facilitate solving very large-scale science and engineering problems by aggregating High Performance Computing (HPC) resources to meet previously unrealizable objectives in timeliness of results, accuracy or resolution/size of computational domain, and management of data.  Complementary future goals are to satisfy requirements for both rapid response to critical national issues that require aggregation of truly large resource pools and for an expanded resource base in the event of resource outages.  

The goals are addressed with a combination of overall architecture, hardware, networking, grid software (or middleware), and application software (Figure 1). There are a number of grid infrastructure software research and development efforts. Two of the most prominent are Legion and Globus.

Legion is being developed at the University of Virginia, Charlottesville, VA, under the direction of Dr. Andrew Grimshaw.  It is a monolithic system best viewed as a virtual operating system (OS) residing on top of the real OS.  Both the ARL and NAVO MSRCs have existing Legion implementations with limited functionality.

The Globus effort is led by Dr. Ian Foster, Argonne National Laboratory, Argonne, IL, and Dr. Carl Kesselman, Information Sciences Institute, The University of Southern California,  CA. Where Legion is an all-or-nothing proposition, Globus is a Grid component toolkit.  Individual components can be utilized, as the ASC MSRC is doing within the Gateway Project [1].  The GUSTO Testbed [2] is one example of an international Globus grid project.  The NASA Information Power Grid (IPG) [3] is another example of a Globus-based grid. The DoE is also presently working with the Globus toolkit and Kerberos in their DisCom² Project [4].

The HPCMP has been involved with and continues to support several initiatives that address crucial parts of a computational grid. These include the ARL and NAVO Legion PET projects, the joint ASC and ERDC PBS metaqueuing project, the ASC IE2 Project and the recently initiated HPCMP LSF MuliCluster scheduler/queuing project. These initiatives along with the widely understood need for both security and support for allocations distribution and tracking have been taken into consideration when producing this proposal.  As evident by these initiatives, the success of this project will be directly related to the ability to address and resolve local policy and operational procedure differences across the program in the areas of security, allocation/utilization, configuration management, and service ticket tracking.

We firmly believe that the HPCMP Grid has to be centered around users, and that the HPCMP Grid will be deemed useful if users evaluate it as such, and come to use it.  To that end we aim to provide the user community a common user interface that will provide a user-friendly, seamless and secure access to the HPCMP resources.

Focus and Scope
A number of actively pursued grid technologies within the U.S. have been making steady progress, and reaching a point of maturity at production level. Examples include the NASA Ames Information Power Grid (IPG) [3] and the DoE ASCI Distributed Computing Environments Production Support [4], [5]. Also, several major grid initiatives have recently been announced. These include the Grid Physics Network (GriPhyN) [6] and the NSF funded Network for Earthquake Engineering Simulation (NEESGrid) [7]. The GriPysN grid initiative will lay the foundation for the first Petabyte-scale computational environments for data intensive science in the 21st century whereas the NEESGrid will exploit network and distributed computing technologies to integrate multiple physical and computational simulation facilities.  The DoD HPCMP Computational Grid Initiative seeks to leverage these significant advances to create the HPCMP Grid.  This effort will involve participants from across the program to create the infrastructure, applications and computer tools needed to effectively utilize a grid environment. In order to ensure that the HPCMP enjoys the benefits of a rapid start-up, this proposal emphasizes partnerships with ongoing efforts particularly in the early years.  Of particular interest is NASA’s Information Power Grid (IPG), with whom previous collaborative efforts have been conducted.  In addition, this proposal leverages initiatives already underway in several of the DoD HPCMP Shared Resource Centers and provides a roadmap for future collaborations and joint initiatives.

Overall Project Goal

The ultimate goal of this effort is to create within four years an operational and stable DoD HPCMP Computational Grid (HPCMP Grid) comprising a variety of distributed computing, storage, and visualization resources.  

Project Overview 

The overall project goal will be accomplished by implementing a prototype grid and then a testbed grid within production environment followed by a full production grid accessible to all DoD HPCMP users.  The prototype grid will be developed outside the production environment with local staff performing end-user activities. This environment will test and evaluate the proposed implementations in the areas of security, functionality, and operability.   The testbed grid will be built within the production environment with both staff and pioneer users working together to further test and evaluate the computational grid in the areas of policy and operational procedures across the HPCMP. The pioneer users will be a selected set of end-users who will act as advocates to help promote the ease-of-use of the fully functional testbed grid. The final phase will expand the testbed grid into an operational and stable HPCMP Grid.

The proposed architecture for the implementation of the HPCMP Grid is based upon the Globus Toolkit.  Globus provides a flexible multi-layered approach that naturally accommodates the identified goals and provides the greatest benefit to the HPCMP in terms of SRC autonomy, unique scheduling requirements, and the leveraging of current efforts in the larger grid community.  The Globus community is very active in establishing standards within the larger grid community.  Since Globus is modular and standards based, it will facilitate our efforts to take full advantage of all other grid development activities presently underway. Globus is also non-restrictive in so far as to say there are no requirements to modify operating systems, applications, compilers or queuing systems. Grid-enabled and non-grid enabled resources and end users can work concurrently on the grid. Also, resources can be arbitrarily included or removed from the grid with utmost flexibility and ease.
The following sections outline the yearly goals and objectives required to successfully execute this project.  The objectives for each year are divided into three distinct areas, which are: organizational objectives, policy objectives and operational objectives.  In general, the DoD HPCMP Metacomputing Working Group (MCWG) will address the organizational objectives.  The policy objectives will be addressed through collaborative efforts of the HPCMP, Project Director, Project Manager, and the MCWG.  The project resources assigned to implement the computational grid at the SRCs will be addressed in the operational objectives.

Year 1 Goals & Objectives 

Goal

Implement a functional prototype grid across two DoD HPCMP MSRCs utilizing select computational and storage resources.   

Organizational Objectives
-
Publish a “White Paper” detailing the vision of the DoD HPCMP Metacomputing Initiative, and outline a detailed roadmap on the implementation of an operational and stable DoD HPCMP Computational Grid (HPCMP Grid). This document will also address the following:

-
Strengthen ties with the Global Grid Forum (GGF) [8] and other U. S. grid communities, and encourage active DoD participation in the GGF Working Groups (Security, User Services and other areas of relevance to the DoD HPCMP). It is worth mentioning that the DoD HPCMP is sponsoring the Second Global Grid Forum (GGF2), Washington, DC, July 2001, and that the Chair of the MCWG is a member of the GGF1 Organizing Committee responsible for the Tutorials Track.

-
Prioritize user requirements and recommend a review and approval process for policy changes and implementation across the program. 
-
Establish formal links between the MCWG, SRCs, HPCMP Working Groups, HPCMP Initiatives such as the CHSSI and PET Programs, and the HPCMP Grid Project Manager.

· Assess on continued basis the capabilities of major grid technologies supported by NASA, DOE, NSF and other key organizations across the United States [3] - [7].  Relationships with these agencies/organizations should be established based upon mutual interests and relevant experiences.

· Identify appropriate tasks and resources needed to meet HPCMP Grid requirements.  Efforts detailed in this proposal include multiple DoD HPCMP SRCs.  

-
Recommend a “Review and Approval” process involving HPCMP Management, DoD HPCMP MSRC Directors, and others.

Policy Objectives

- 
Identify issues and develop recommendations for DoD unique SRC grid operational infrastructure issues such as service ticket sharing/tracking, account creation/maintenance, user allocation/utilization, system/network administration, and data locality/management configuration control, change control, problem tracking, scheduler, metaqueuing, web portals, and IE2. 

-
Identify security issues and requirements as they relate to prototype, testbed and production grids, especially with respect to Kerberos and Public Key Infrastructure (PKI).

-
Recommend process to resolve local and global grid security conflicts.

-
Actively participate in GGF working groups especially those addressing security, allocations and accounting, and user services.

Operational Objectives

A prototype grid will be developed outside production environment with local staff performing end-user activities.  The development of this prototype grid will be accomplished in two distinct steps. 

For step 1, the key tasks are as follows:

-
Develop an operational prototype grid at ERDC MSRC using the Globus Toolkit. 

- 
Insure that both MPI and shared memory jobs are submitted via the PBS single batch queing system. Accounting and utilization functions along with mass storage interactions would be provided.

-
Establish a capability to provide a Kerberized version of Globus that meets current security requirements.

-
Establish a prototype Metadata Directory Server (MDS) within the prototype grid at ERDC to support Globus services.
-
Establish a Globus Gatekeeper for the prototype grid at ERDC.
For step 2, the key tasks are:

-
ASC would be added to the prototype grid along with the Load Leveler batch queuing system. 

-
Establish evaluation criteria for all grid infrastructures to address the identified computational grid requirements of the DOD HPCMP.  The criteria should cover issues such as performance, network impact, job tracking, application/data locality, SRC operational infrastructure policies/procedures, and HPCMP security policies/procedures. 

-
Perform appropriate reporting on Initiative activities to the HPCMP user community, Center Directors, and HPCMP management. 

-
Establish repositories for success stories, application software, computational resources, and software tools.

-
Give presentations and demonstrations at the DoD HPCMP User Group Conferences, High Performance Networking and Computing (SCXY) Conferences, Global Grid Forums and other community events.

-
As resources and time permit, prepare for FY02 activities to include developing a model for Global allocation and service ticket support as well as web portal development.

Year 2 Goals & Objectives

Goals

· Implement a functional production testbed grid across two MSRCs utilizing select computational and storage resources. 

· Implement a robust prototype grid across at all four MSRCs as well as 2 Distributed Centers (DCs).  

Organizational Objectives

-
Expand White Paper to include the establishment of a testbed grid in a production environment as well as the role of the pioneer users

-
Continue to nurture internal relationships/interfaces among the SRC’s, MCWG, existing HPCMP Working Groups, HPCMP Initiatives such as CHSSI and PET Programs, HPCMP Project Manager, and other parties.

-
Continue assessing the capabilities of major grid technologies supported by NASA, DoE, NSF and other key organizations across the United States [3] – [7].  Relationships with these agencies/organizations should be maintained based upon mutual interests and relevant experiences. 

-
Continue to identify and prioritize HPCMP end-user requirements and needs in a computational grid environment.

-
Identify appropriate tasks and resources required to meet HPCMP computational grid requirements.  Efforts detailed in this proposal include multiple SRC’s.  

-
Continue to actively participate in broader Grid community activities, including at a minimum, the Global Grid Forum and High Performance Distributed Computing Symposium. It is worth mentioning that the DoD HPCMP is sponsoring the Second Global Grid Forum (GGF2), Washington, DC, July 2001. 

-
Select a group of end-users (pioneer users) who will work with local staff to insure that the testbed grid is oriented around end-users, and is also easy to use.  Pioneer users may be selected from Challenge and  CHSSI projects, or other sectors of the DoD HPCMP user community.  

Policy Objectives

-
Continue to address policy changes required to support DoD unique SRC grid operational infrastructure issues, such as service ticket sharing/tracking, account creation/maintenance, user allocation/utilization, system/network administration, and data locality/management configuration control, change control, problem tracking, scheduler, meta-queuing, web portals, and IE2. 

-
Continue to review and address security issues pertinent to the DoD.

-
Continue to review and revise security issues and requirements as they relate to the production operating environments, especially with respect to Kerberos and Public Key Infrastructure (PKI). 

-
Recommend a process to resolve local and global grid security conflicts.

-
Actively participate in GGF working groups especially those addressing security, allocations and accounting, and user services.

Operational Objectives
-
Implement the prototype grid developed across ERDC and ASC at NAVO and ARL MSRCs and two DC’s.

-
In parallel, transition the ERDC and ASC prototype grid to a testbed grid within a production environment.

-
Deploy the selected grid infrastructure(s) for pioneer user access utilizing knowledge gained from the uses and applications of the prototype grid in Year 1.  

-
Identify additional areas of concern and potential technologies to address these needs.

- 
Establish evaluation criteria for the pioneer users.  These criteria should address the HPCMP computational grid requirements and the full range of the grid potential, i.e. a unified solution flow from computation through storage and staging to data analysis.  

-
Perform appropriate reporting on Initiative activities to the HPCMP user community, Center Directors, and HPCMP management.  

-
Provide user documentation, and coordinate outreach and education activities for the DoD HPCMP user community.  Also give presentations and demonstrations at the DoD HPCMP User Group Conference, High Performance Networking and Computing Conference (SCXY), Global Grid Forums and other community events. 

-
Train application teams as necessary to support the pioneer users.
-
Create repositories of information for staff and end-user development.

Year 3 and 4 Goals & Objectives

Goals

· Implement an operational and stable DoD HPCMP Computational Grid (HPCMP Grid) comprising a variety of distributed computing, storage and visualization resources at all four MSRCs and appropriate DCs. 

Organizational Objectives

-
Sustain Year 2 objectives where appropriate

Policy Objectives

-
Sustain Year 2 objectives where appropriate 

Operational Objectives

-
Move all participating resource centers to testbed environment

-
Set up training programs for pioneer users

-
Identify pioneer grid applications 

-
Coordinate grid requirements with application support resources

-
Expand repositories of information for both staff and users

Project Milestones

Year 1

Establish Prototype Grid

· Install Globus on all available development systems at ERDC 

· Test Globus support of Kerkeros at ERDC

· Implement the PBS batch queuing system at ERDC

· Demonstrate submission of both MPI and shared memory applications at ERDC

· Implement support for both Accounting and Utilization at ERDC

· Install Globus on all available development systems at ASC

· Implement PBS batch queuing system and Load Leveler at ASC

· Demonstrate submission of both MPI and shared memory applications at ASC

· Implement support for both Accounting and Utilization at ASC

· Computational Grid staff will perform all end-user activities

· Put together training programs for grid staff 

ERDC will take lead in developing the prototype grid. It is anticipated that there will be a need for a UNIX system administrator, and also for a database administrator. Moreover, there will be a need for a system administrator at both ERDC and ASC when ASC is brought online.  Consulting services with Argonne National Laboratory will provide necessary Globus expertise at ERDC and later at ASC to ensure a rapid prototype startup.  The initial implementation of the prototype grid will be accomplished via the use of existing development systems capable of supporting MPI and shared memory applications. This will allow us to load the software and to set up necessary accounts and to check security outside the operational HPCMP production environment. We can then proceed to incorporate support for the PBS batch queuing system. We will bring ASC into the grid and start testing submission of jobs using Loadleveler.  Training and Education programs have to be tailored to convey lessons learned to the other two MSRCs and DCs. 
Year 2

Expand Prototype Grid and Initiate Testbed Grid

· Add ARL and NAVO MSRCs and two DC’s to prototype Grid

· Move ERDC and ASC MSRCs to the testbed Grid

· Develop allocation and accounting support. If possible, utilize IE2
· Web Page support development

· Prepare to support PKI security when appropriate

· Integrate accounting functions to support global allocations

· Establish repositories for success stories, applications software, computational resources, and software tools

· Expand Education and Training Programs

ERDC will continue to lead the project. In the second year, ASC and ERDC will move to a testbed grid within a production environment while NAVO and ARL MSRCs and 2 DC’s will be added to the prototype grid. ANL Consulting services will continue at a reduced level at this phase of the project.  Support for allocation and accounting whether through the IE2 or through adaptation of existing systems will be required. Re-evaluate the need for support of PKI or other security requirements. Create repositories of program migration information, software, resources, tools etc. Expand training to include pioneer user training. It is planned that the computational grid will be stable and secure in the first year thus allowing us to move ERDC and ASC MSRCs to the testbed production grid while NAVO and ARL MSRCs and two DC’s are moved into the prototype grid.  

Year 3

Add Functionality

· Move NAVO and ARL MSRCs and the two DC’s to testbed Grid

· Fully test support for file transfers

· Develop support for Superscheduler (job submission, advanced reservation, info discovery for networks, mass storage and cycles)

· Develop global, device independent access to files (WAN files and databases)

· Expand repositories

· Expand education and training programs, especially end-user training

· Identify pioneer production applications/users 

In year 3, we plan to expand the functionality of the grid. File transfers, superscheduling, global file system, repositories, training and production applications will be the focus of our expanded efforts. Toward the end of year 3, efforts will shift from development of the grid to utilization of grid.

Year 4

Complete Grid Implementation

· Make grid (HPCMP Grid) available to all HPCMP sites and users 

· Promote the use of the HPCMP Grid through training programs and demonstrations of the unique capabilities of the Grid

· Encourage the development of computer tools to permit scientists to collaborate and share information across the HPCMP Grid
In year 4, we plan to to have the HPCMP Grid accessible to all DoD HPCMP SRCs and their users. We also plan to expand the user base through multiple training programs and demonstrations that highlight the ways by which the HPCMP Grid improves the quality of science delivered to the warfighter.

Project Requirements

Project Management

0.5 FTE to provide oversight, coordination and management of HPCMP Grid (Greg Rottman, ERDC)

MCWG Management

0.5 FTE to provide assistance, guidance and coordination of HPCMP Grid  (Aram Kevorkian, SSC San Diego)
Travel/Training

Budget for up to two SRC staff to attend at least the Grid Forum, IEEE High Performance Distributed Computing (HPDC), 4 HPCMP organizational meetings, and 2 training courses per participating center, per person each year.

Development Resources

2 FTE’s (CSC Contract Resource, ERDC) to provide primary development of scheduled grid services. 1 FTE (CSC Contract Resource, ASC) will be located at ASC and will receive technical instructions from project manager. This person will facilitate hardware setup and testing at the remote sight and when not testing would be working on development of services. As the MSRC’s are added to the grid an additional FTE will be needed at each site. 

In setting up the Globus prototype and testbed contract resources are included to develop and deploy the Globus Resource Broker into the HPC environment. The use of consulting services from Argonne National Laboratory would help with:

· Assist in the development of API’s to fully integrate Globus into the HPCMP environment 

· Availability of support staff for problem resolution
· Deployment of Globus resources in the HPCMP environment
· Documenting required or suggested improvements necessary to maximizing the grids effectiveness 
· Implementing lessons learned at previous installations
This consulting service will be provided by NASA AMES, and is estimated to be $200K.
The prototype systems will be available development systems that will be outside the production environment of the HPCMP. These systems will be used to ensure that proper security and stability of implemented environment can be attained. 

The testbed environment will consist of HPCMP production machines. This will provide a closely controlled environment while testing of required production utilities. 

Pioneer users are volunteer users who will assist in providing feedback on the grid before release to the HPCMP program at large.

During all four years continued exchange of information discovered in the test will need to be coordinated with the standing committees of the HPCMP to insure the minimizing of duplicated efforts and that the work the committees are doing is not contrary to grid development.
Risk Assessment

The Globus environmenthas been fully integrated into a number of major computational grid technologies developed by NASA, DoE and NSF. The HPCMP Grid will be built upon the Globus environment to leverage on the experiences and knowledge gained by these grid technologies, and thus minimize risks and unforeseen problems. Furthermore, since the Globus environment does not require end-users to utilize Globus commands, some applications may work immediately without any modifications. For users who wish to take advantage of the Globus capabilities, transitioning of applications to “ grid-enabled “ versions may be carried out in a stepwise and orderly fashion. 

There are three important areas that need to be addressed before the HPCMP Gridis brought into the production environment. These are: security, policies, and stability. The HPCMP Grid must conform to all DoD security requirements both locally and globally. Consistent policies need to be determined and implemented to ensure effective distribution and use of all user allocations in the HPCMP Grid environment. Furthermore, the HPCMP Grid must be operational and stable. In other words, no grid-related software or capability should pose a threat to the regular operation of the processors or the overall operation of the HPCMP computational infrastructure.   
The HPCMP Grid project plans to take full advantage of the allocation and accounting capabilities to be developed by the DoD HPCMP IE2 project. Consequently, the HPCMP Grid project intends to stay in close touch with the IE2 project. If the IE2 project encounters unforeseen problems, the HPCMP Grid project needs to find other sources for allocation and accounting capabilities.
Secure web portal support is currently in an untested state which may pose some problems in the timely development of web-based common user interfaces.

[1] ASC MSRC Gateway Project http://www.hpcmo.hpc.mil/Htdocs/UGC/UGC99/papers/infra2/index.html
[2] GLOBUS Testbeds http://www.globus.org/research/testbeds.html
[3] NASA Information Power Grid http://www.ipg.nasa.gov
[4] Department of Energy Discom http://www.llnl.gov/asci/discom/
[5] DoE ASCI Distributed Computing  http://www.sandia.gov/ASCI/
[6] Grid Physics Network (GriPhyN) http://www.griphyn.org/
[7] Network for Earthquake Engineering Simulation (NEESGrid) http://www.eng.nsf.gov/nees/
[8] Global Grid Forum (GGF) http://www.globalgridforum.org/
Cost Estimate
(See Spreadsheet)
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