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Proposal Summary I

Key words

Earthquake, finite element model, adaptive mesh generator, pattern recognition, fault, tectonics

Abstract

We will develop simulation and analysis tools to study the physics of active tectonics and earthquakes using state-of-the-art modeling and data analysis tools. Two new technologies, one providing the data and the other the means, make it possible to pursue the development of complex, sophisticated models for predicting the behaviors of fault systems. Comprehensive, real-time datasets are being collected using NASA-developed space systems demanding new technologies for storage, handling, transmission, visualization and analysis. These include surface geodetic data, primarily space-based GPS and InSAR data collected under the auspices of the NASA Earth Science Enterprise, augmented by more traditional land-based datasets, such as seismicity, strong motion, and other remotely sensed data. These data provide the necessary constraints for carrying out realistic simulations of fault interactions. Information technology provides the means for clearly defined accessible data formats and code protocols as inputs to the simulations. It provides a framework for documentation of codes and standards as well as visualization and data analysis tools. Numerous codes and models are being developed to study the behavior of earthquake systems.  However, for further progress to be made these codes must be adapted to high-performance computers because the solid earth system is extremely complex and nonlinear resulting in computationally intensive problems with millions of unknowns.  Without such tools it will be impossible to construct the more complex models and simulations necessary to develop a predictive understanding of the solid earth system, active tectonics, and to reduce future losses from major earthquakes.
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Proposal Summary III

____
Proposing Team is involved with an existing community framework to be used/enhanced during Round-3.  Please identify framework and its participating community.  [A block for entering text follows.]

__X__
Proposing Team will be involved in bringing about a community framework during Round-3.  Please identify benefiting community and describe planned process for achieving agreement by community participants.  

We will benefit the solid earth science community studying active tectonics, crustal deformation, and earthquake processes.  We will make our codes freely available to the community, and conduct workshops and classes on our codes.  We are involved in the Solid Earth and Natural Hazards Program at NASA, the General Earthquake Models Program and the Southern California Integrated Earthquake Center.  Several of the team also work closely with investigators in northern California and at MIT.

__X__
Proposing Team requests to be part of the Earth System Modeling Framework (ESMF) Science Team.

Science/Technology/Management

15 pages

Introduction

We propose to develop a solid earth system science framework for creating an understanding of active tectonic and earthquake processes.  Earthquakes in urban centers are capable of causing enormous damage. The recent January 16, 1995 Kobe, Japan earthquake was only a magnitude 6.9 event and yet produced an estimated $200 billion loss. Despite an active earthquake prediction program in Japan, this event was a complete surprise. The 1989 Loma Prieta and 1994 Northridge earthquakes were also unexpected and caused billions of dollars of damage as well as loss of lives. Future similar scenarios are possible in Los Angeles, San Francisco, Seattle, and other urban centers around the Pacific plate boundary.

Due to the development of space-based techniques it is now possible to measure aseismic or quiet motions that are associated with plate tectonics and the earthquake cycle.  These measurements are providing an unprecedented look at the earthquake cycle and are revolutionizing our understanding of earthquake processes and fault interactions.  We anticipate that new comprehensive, real-time datasets will be collected using NASA-developed space systems demanding new technologies for storage, handling, transmission, visualization and analysis. These include surface geodetic data, primarily space-based GPS and InSAR data collected under the auspices of the NASA Earth Science Enterprise, which are augmented by more traditional land-based datasets, such as seismicity, strong motion, and other remotely sensed data.  As these datasets have become available tools have been developed to study various aspects of the data.

We propose here to integrate the codes and models and extend them to parallel machines to take full advantage of the data in order construct a  fully interoperable system for studying active tectonics and earthquakes resulting from tectonic processes (Figure 1). We will develop simulation and analysis tools to study the physics of earthquakes using state-of-the-art modeling and data analysis tools. Information technology provides the means for clearly defined accessible data formats and code protocols as inputs to the simulations. It provides a framework for documentation of codes and standards as well as visualization and data analysis tools. Numerous codes and models are being developed to study the behavior of earthquake systems.  However, for further progress to be made these codes must be adapted to high-performance computers because the solid earth system is extremely complex and nonlinear resulting in computationally intensive problems with millions of unknowns.  Without such tools it will be impossible to construct the more complex models and simulations necessary to reduce future losses from major earthquakes.
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Figure 1.  Object broker concept that will allow for users to easily assimilate data and validate models within the solid earth system framework.  At present models of different aspects of the earthquake cycle are disjoint.  This work will allow for individual codes to be integrated into a comprehensive framework.

Objectives

During the last decade the field of solid earth geophysics and more specifically the study of crustal deformation and earthquakes has undergone a transformation due to the availability of space-derived crustal deformation data. GPS networks deployed globally and in particular the NASA sponsored Southern California Integrated GPS Network (SCIGN) are providing precise time-dependent information on how the earth’s crust responds to earthquakes and plate tectonic processes.  InSAR data are revealing spatial dense information on how the earth’s crust deforms and how faults interact with each other.  We anticipate further densification of GPS networks and expect that NASA may launch an InSAR mission within the next decade.  Deformation of the earth’s crust and the interaction between earthquake faults is an extremely complex three-dimensional process requiring sophisticated models that make use of high-performance computers.  The infusion of these new data and our cursory understanding of earthquake processes make it an ideal time to develop a fully interoperable system for high-performance computers for studying active tectonics and earthquake processes.  The following list outlines the specific components of our system.

· Database system for handling both real and simulated data.

· Fully three-dimensional finite element code with adaptive mesh generator capable of running on desktop workstations and on supercomputers for carrying out earthquake simulations.

· Inversion algorithms and assimilation codes for constraining the models and simulations with data.

· Object broker for allowing for seamless communication between codes, reference models, and data.

· Visualization codes for interpretation of data and models.

· Pattern recognizers capable of running on workstations and supercomputers for analyzing data and simulations.

· Disaster management system for response and analysis following earthquakes.

Importance and relevance of scalable parallel computing technology to enable the proposed science and justify value of proposed work in terms of new science results or mission support expected to result – JOHN LOU and JAY PARKER

Scientific Rationale

NASA has recently committed a great deal of effort and funding to develop the means to observe and characterize the movements of the earth's crust that arise from plate tectonics leading to catastrophic earthquakes. Recent research indicates that the phenomena associated with earthquakes occur over many scales of space and time. Understanding the dynamic processes responsible for these events will require not only a national commitment to develop the necessary observational datasets, but also the technology required to use these data in the development of sophisticated, state-of-the-art numerical simulations and models. The models can then be used to develop an analytical and predictive understanding of these large and damaging events, thus moving beyond the current, more descriptive approaches now routinely employed. Approaches emphasizing the development of predictive models and simulations for earthquakes will be similar to methods now used to understand global climate change, the onset of the El Niño-Southern Oscillation events, and the evolution of the polar ozone depletion zones.

One of the six major questions in the NASA Administrator's strategic outlook asks how we can develop predictive natural disaster models and the earth science enterprise strategic plan places a high priority on developing predictive capabilities and on characterizing disasters. High-performance computers integrating multiple datasets and models are required to accomplish these objectives. The simulation, datamining, data assimilation, and pattern recognition software to be developed in this project will be necessary for creating an understanding of earthquake systems and will be directly applicable to the development of early warning systems. By integrating these concepts within an object-oriented framework based on open standards, we can provide a blueprint for the design of fully autonomous continuously monitoring systems of heterogeneous assets that will underpin much of NASA’s solid earth science needs in the future.

The system that will be developed here will serve the broad community of earth scientists studying processes of crustal deformation.  These processes include, but are not limited to tectonics, earthquakes and volcanoes.  We anticipate that in the future additional codes will be added to this framework.  For example, a mantle convection code that produces tractions at the base of the crust (top of the mantle) can be added to the system for studying how mantle processes influence surface deformation. Pieces of our system are already used by the broader community.  For example, our finite element code is used by MIT and UCLA for crustal deformation studies and also by glaciologists.  Our fault forward model and inversion codes are widely distributed around the world.  We will disseminate our tools through work with individual investigators as well as through classes and workshops.

 We show here two examples highlighting both the benefits of the space-based data and the value of simulations for understanding tectonic earth processes.  The Northridge earthquake occurred in a region that had been monitored carefully for seven years prior to the earthquake, providing an excellent baseline for studying post-seismic deformation.  The earthquake itself produced a large signal that was measured with both GPS and InSAR.  The mountains grew approximately 40 cm in the mainshock [Hudnut et al., 1996].  The mountains continued to grow an additional 12 cm in the two years following the earthquake with the growth following a logarithmic decay function [Donnellan and Lyzenga, 1998].  Interesting only 10% of the postseismic signal can be attributed to aftershocks.  The GPS and InSAR were required to measure the additional aseismic signal (Figure 2).  Inversions of the data indicate that significant afterslip occurred on the [image: image3.png]MAGNITUDES
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mainshock fault plane and additional shallow deformation occurred to the west of the mainshock rupture (Figure 3).  The time dependent decay was used to estimate friction parameters of the fault.  Finite element models must be used to more fully model the entire [image: image4..pict]earthquake cycle and fault interactions associated with the Northridge rupture.
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Figure 2.  Left: Map view of postseicmic GPS displacements and projection of modeled faults. Right: Postseismic motions measured with GPS (yellow arrows) and InSAR (fringes).  Each color cycle represents 5.6 cm of motion line of site to the satellite.  The coseismic signal has been removed from the image.  Note that significant deformation occurs to the west of the mainshock rupture plane.

[image: image6..pict]Figure 3.  Left:  Cross section showing faults responsible for the observed motions following the Northridge Earthquake.  Significant aseismic afterslip occurred on the mainshock rupture plane and additional afterslip occurred to the west.  Right: Finite element mesh constructed to model the earthquake.

At present scientists are modeling InSAR data as they are available.  Should the US launch an InSAR mission to study solid earth processes the framework must be in place to make full use of the volumes of data that will be available.  This work sees that such a system will be established.  High-performance compturs are required both to handle the large volumes of data as well as the large models that must be constructed to interpret the data.

Simulations are essential for creating an understanding of the physics behind the observations of surface displacement and strain. This is particularly important for understanding data related to earthquakes and active tectonics, because earthquake cycles occur on timescales of thousands of years and our observations sample only a small part of that system. In this example the observed network of real faults in southern California, together with their nonlinear dynamics, is modeled as a driven system.  The simulations include physical processes that are known to be important in the dynamics of the earthquake generation process, including 1) Transfer of stress from one fault to another by means of elastic, viscoelastic, and other interactions; 2) Frictional and/or other material instabilities acting on the fault surface that prevent stress from becoming larger than a spatially (and possibly temporally) varying threshold value (F(x,t), resulting in sudden, overdamped sliding to a new state of displacement;  3) Persistently increasing stress accumulation due to action of the tectonic plates driven by convection forces in the earth's mantle; 4) The detailed three-dimensional geometry of the fault surfaces themselves, leading to new dynamical modes of arising from excitation and inhibition of activity on one fault due to another; and 5) unmodeled sub-grid scale processes that must be treated as noise.  The wide separation of space-time scales suggests that if our objectives are to understand the space-time correlations  in simulations and real data, the neglect of elastic wave fields in the stress transfer computations will not be important. A computational limitation of these simulations arises because the stress transfer computation is of order N2, and is thus very computer intensive.  In future work , we would very much like to reduce this to an Order (N) or N log N problem at worst by the use of a fast multipole algorithm of the kind that has been used successfully in astrophysical N-body problems, and in computational fluid dynamics models.

As an example of the kinds of detail that are becoming possible, we show simulations from a discrete element model having 215 segments representing the primary active faults (Figures 4 and 5).  Using methods in which frictional parameters are assigned to each fault segment, and in which the model is driven by the accumulation of plate tectonic forces, we compute synthetic earthquake histories for many thousands of model years  (Rundle et al., manuscript submitted).  The spatial slip distribution among the various faults for one of these simulated great earthquakes events is shown above, where red represents right-lateral strike-slip, and blue represents left-lateral strike slip.  The event is similar to the actual 1857 Fort Tejon event near Los Angeles.  Surface deformations can also be computed that strongly resemble displacements seen in the southern California region.

In very recent work using these simulations, we have shown that surface displacement and strain data can be used to define space-time patterns and to calculate forecast probabilities as well. Based on these recent results, it appears that a variety of space-time deformation data, such as obtained by the systems NASA/JPL has developed for deployment in southern California, may hold the key to understanding the dynamical implications of earthquake patterns and to forecasting earthquakes in active seismic regions.
[image: image1.png]Fault Model




[image: image7..pict]Figure 4.  Fault model used to simulate the southern California strike-slip fault system.

[image: image8..pict]Figure 5.  Synthetic GPS displacments and synthetic InSAR image for a simulated event on the San Andreas fault.
Technical Approach

Interoperability

Method for interoperability that will be implemented GEOFFREY FOX and DENNIS MCLEOD

A framework is beginning to be formed for studying tectonics and earthquakes under a community based effort called General Earthquake Models (GEM, http://geodynamics.jpl.nasa.gov/gem).  We have carried out a series of workshops during the last 1.5 years to gain an understanding of modeling efforts currently underway, develop lines of communication between geophysicists and information technology experts, and develop codes and data standards.  Donnellan, Fox, and Rundle are the leaders of the GEM effort and approximately 125 people have expressed interest in keeping informed of or involved in GEM work.  This CAN is ideal for accomplishing GEM objectives already established by the community.  Through this work we will continue to work with the community on establishing requirements for the framework proposed here.  We will do so both by working with individuals in the community and through workshops, committees (already established) and meetings.

Method for designing and testing framework JAY PARKER, GREG LYZENGA, JOHN LOU

How method will enable interoperability and support incorporation of new capabilities by community.

He we will gain community buy-in and how product will be delivered and acceptance and impact will be evaluated ANDREA

Model/Analysis/Data applications

Our framework will integrate three separate modeling activities. These are development of a fully three-dimensional finite element code and an adaptive mesh generator, inversion algorithms and data assimilation codes, and pattern recognizers.  We will develop a database system and data standards so that both real and simulated data can be easily interchanged between codes and models.  We will also develop visualization tools for interpretation of data and models.  The development of a disaster management system will be fairly straightforward with the implementation of the previous pieces.  We plan to make the codes scalable so that cursory models can be run on workstations and realistic fully three-dimensional models  can be run on high-performance computers.

Efforts required to redesign restructure codes to take full advantage of high-performance parallel execution – JAY, JOHN, GREG

Quantified metrics and milestone achievement criteria

Specific work for handling of large datasets – DENNIS

Database System DENNIS, GEOFFREY, LISA

Through the GEM effort we have developed and XML DTD to describe various parameters of earthquake faults and input data.  We will develop our database system through this previous work.  The database system will focus on paleoseismic, GPS, InSAR, and seismicity data.  We will work with communities that have begun to establish data standards, such as the seismic community (effort led by Berkeley), and the International GPS Service.  There has long been a need for establishing a database of known or proposed faults, for example, in southern California, however, much of the focus has been centered around establishing whether or not certain faults exist.  In this work the focus will be on developing the database.  Because this is essentially a simulation project we will be able to test the viability of various faults through our modeling. 

A key aspect of supporting the portal-based problem solving environment involves providing for the access and manipulation of heterogeneous data sources (datasets, databases), as well as for the integration of information from such sources, and the structural organization and data mining of this data [Liao+McLeod, 2001].  We propose to devise and employ techniques being developed at the USC Integrated Media Systems Center for wrapper-based information fusion to support data source access and integration [Aslan+McLeod, 1999].  We further propose to focus on ontology-based (knowledge-based)  information organization techniques, to allow scientists to track, reference, and manipulate information at the meta-data level  [Khan+Mcleod, 2000].

Techniques for efficiently storing, manipulating and mining of of time series and continuous sensor data being will be developed,  incorporating the continuous media large dataset management capabilities being researched at IMSC [McLeod et al., 1999].

Finite Element Code JAY, GREG, JOHN

Data Inversion and Assimilation JOHN RUNDLE, TERRY TULLIS, JOHN LOU, GREG LYZENGA

One of the great challenges in understanding the earthquake process is that an immense variety of data are relevant to the problem. Assimilating and inverting a wide variety of types of data sets that involve both slow and rapid time series, cover a wide range of spatial scales, and include data from both space- and earth-based sensors is an extraordinary task. If we are to make earthquake models that use this wide variety of data sets in meaningful ways, then we need to find ways not only of assimilating all the data, but of inverting it to find the best model parameters.

Inversions. In order to do data inversions, it is first necessary to be able to run forward models that predict the data sets and then to find the set of model parameters in the forward problem that best reproduce the data. There are many degrees of sophistication of forward models that can be run, and our goal is to run a wide variety of models with increasing degrees of sophistication, both to get a better understanding of the earthquake process, but to determine what degree of discrimination the available collection of data has between models of different complexity. Ideally the forward models will be physically based and include as much of the physics of the earthquake process as we are able to incorporate. 

The most sophisticated of the physically-based models use so-called rate and state friction for the constitutive description of the behavior of the fault zone materials. The relevant equations are very non-linear and so running forward models is time consuming. Furthermore, our estimates of some of the parameters in rate and state friction suggest that numerical models that properly represent the behavior of a continuum require quite small element sizes. For models that represent any significant areal region this means that an extremely large number of elements N is required to run the forward problem. Since in conventional approaches the compute time goes as N squared, the only way to do this for those problems that can be treated with Green's functions methods is to use Fast Multipole methods in which the compute time goes as N log N. We need to be able to make the Fast Multipole methods as fast and efficient as possible, even to run such models on the largest parallel machines in existence. Otherwise, we can never hope to do data inversions by running a large number of forward problems with varying parameter values. 

Data Assimilation.  Earthquake data obtained from the historical record as well as geological field studies represent the primary physical signatures of how the earthquake cycle is affected by the frictional properties that exist on the faults.  The timing, magnitude and complexity of these historical events are a direct reflection of the values of frictional and other parameters in the model: (, (F, (R , where ( is the slope of the friction curve, (F is the failure threshold, and (R is the residual stress.  Since the model dynamics depends on the characteristic length scale L for each segment, all of these frictional parameters should be regarded as scale-dependent functions of L:  ( = ((((,L), (F =  (F(L,V), (R =  (R(L,V), where V is plate tectonic driving velocity.  For simulations in which one or more distinct scales L are chosen for each fault segment (length and width, for example), one must choose (, (F, (R in such a way that the historical record of activity on the fault network is matched as closely as possible.  This is the data assimilation problem for which we have developed a simple, but physically motivated method [1] that we call static data assimilation.

For historical earthquakes, there can be considerable uncertainty about where the event was located [2].  Modern studies [2,3,4] of earthquakes indicate that slip or seismic moment Mo is often distributed regionally over a number of faults and sub-faults.  Therefore our technique assigns a weighted average of the scalar seismic moments for given historic or pre-historic events during an observational period to all of the faults in the system. To be physically plausible, the weighting scheme should assign most of the moment Mo to faults near the location of maximum ground shaking and decay rapidly with distance.  Since the seismic moment is the torque associated with one of the moment tensor stress-traction double couples, it is most reasonable to use the (inverse cube power of distance r) law that describes the decay of stress with distance [1].  When implemented and compared with data, we find that this method successfully yields average recurrence intervals similar to those found in nature.  Other methods of data assimilation are based on codes such as the Argonne National Laboratories code ADIFOR (http://www-unix.mcs.anl.gov/autodiff/).  Other dynamic data assimilation methods have been developed using ADIFOR [5].

Object Broker and Visualization GEOFFREY, ANDREA

Pattern Recognizers ROBERT GRANAT, JOHN RUNDLE

Pattern Recognition. Earthquakes and other seismic events are the observable product of complex, high-dimensional nonlinear physical systems.  However, these underlying systems are themselves not observable.  Nevertheless, it is possible to gain considerable information from the patterns of geophysical events in space and time, since these patterns are clearly emergent processes that reflect the structures, dynamics, and properties of the underlying high dimensional system.  We propose to use some of the latest pattern recognition techniques to analyze observable geophysical data; these techniques can provide not only understanding of the physical processes that generate earthquakes, but also the potential for new classes of practical earthquake forecast algorithms.

We will focus our efforts on two different but complementary approaches to earthquake pattern recognition.[image: image9..pict] The first approach is a new pattern dynamics method, which uses the mathematics of pure phase dynamical systems to describe space-time correlations of seismic activity. The observable earthquake activity represents a "wave function," and the underlying dynamics are associated with "hidden variables."  This method has the advantage that relative probabilities can be readily defined given the mathematical phase dynamics framework. 
In figure 2 (right) we show the results of  applying this pattern dynamics type data analysis method to instrumental earthquake data recorded by regional seismic networks since 1932 [6,7].  The data is in the form of a record of approximately 60,000 earthquakes of magnitude greater than 3.0 occuring in California.  In the figure, the colored regions locate sites of enhanced probability for earthquakes larger than magnitude M> 5 that developed over the years 1989-1999.  Some of these regions are associated with the actual events of M>5 that occurred during 1989-1999, but other colored regions are as yet unoccupied by large events.  These latter regions represent forecasts for future major events over the next ~ 10 years.  Retrospective studies of this method using random catalogs and statistical likelihood ratio tests indicates that the pattern dynamics method has considerable forecast skill.

The second pattern recognition approach is based around the use of Hidden Markov models (HMM, Rabiner 1989). In the HMM framework, the observable data is assumed to have been generated by an underlying stochastic process.  This stochastic process can be described by a system which is at any time in one of a set of distinct states.  Each state is described by a probability distribution of its observable output, and by the probability of the system being in the same state, or in each of the other states, at the next point in time. Given the observations and a few selected model parameters, it is possible to objectively calculate a model for the system that generated the data, as well as to interpret the observed measurements in terms of that model.  Furthermore, because the model includes the probability of each state transitioning to each other state at the next time step, it possesses predictive power (i.e., the state of the model at the last observed point in time is known, so the probable state and output  at the next point in time is also known).

Using HMM-based methods to explore data generated by complex physical systems is particularly challenging, as the resulting model must be both consistent and scientifically meaningful. Standard HMM methods suffer from a local maxima problem; that is, the quality of the result can be dependent on the initial conditions.  As well, when employing the standard the correct number of states to use in the model must be chosen in advance, rather than being derived automatically from the data. In addition to these algorithmic challenges, large and complex data sets can make model calculation a numerically and computationally challenging task. However recent advances, including large-scale numerical methods, simulated and deterministic annealing (Ueda and Nakano, 1998), and automated state number determination (Smyth 2000), can be applied to this problem to make HMM-based analysis a valuable tool for analysis of geophysical and other scientific data.

Preliminary work using a prototype deterministic anneal HMM method has already yielded some promising results.  Figures 2-4 show the results of this method applied to a record of approximately 2,000 earthquakes with magnitude greater than 4.0 that occured in Southern California. The data used in the analysis had five components: latitude, longitude, depth, magnitude, and time until the next event.  Figure 2 shows a class of earthquakes which includes several major events, including the Hector Mine and Landers earthquakes. Figure 3 shows a class of earthquakes of relatively large magnitude and a long time until next event.  Figure 4 shows the transition probabilities for the class portrayed in Figure 3.  Note that the next event is most likely to belong to the class of large earthquakes, designated as class 16.  While the relationship between these two classes has not yet been fully investigated, these examples do demonstrate the potential of this kind of analysis.

Disaster Management System ANDREA, JAY, JILL

Parallel Systems

Prior parallel computing experience in scientific domain being proposed JOHN, JAY, GREG

Evidence that investigator team has successfully developed parallel applications in proposed scientific domain that run on at least 128 processors concurrently with at least a 50% efficiency of scaling for a fixed problem size.  Include a plot of the speedup curve – JOHN LOU, JAY

Platforms on which application programs have been run and corresponding application and code performance measurements JAY, GREG, JOHN

Management Plan

We have assembled a word-class team to carry out this work.  Dr. Andrea Donnellan is supervisor of the Data Understanding Systems group at JPL, which conducts research in analysis and fusion methods for understanding trends and features in diverse observational datasets.  She was winner of the Presidential Early Career Award for her work on earthquakes and development of observational systems in 1996.  Professor Geoffrey Fox is a leader in scientific computing and advanced information technology.  Professor John Rundle is an expert in the study of complex systems and is a physics professor and Director of the Center for Chaos and Complexity at the University of Colorado. Robert Granat, is a member of the Data Understanding Systems Group and is an expert in machine learning and statistical analysis.  Dr. Gregory Lyzenga is a member of the Data Understanding Systems Group at JPL and is a professor of Physics at Harvey Mudd College.  He wrote the finite element and inversion codes being further developed here. Dr.  John Lou has extensive experience in computational methods, parallel coding, and adaptive mesh refinement.  Dr. Jay Parker also has considerable experience in computational methods and finite element methods.  Prof. Dennis McLeod is an expert in the design of database systems.  Prof. Lisa Grant is an expert in earthquake fault analysis.  Prof. Terry Tullis is an expert on modeling failure of fault systems.  Jill Andrews has extensive experience in outreach at all levels from public to the government and also has extensive educational outreach experience.

The team will be arranged as follows:

Component
Team Members
Background and Skills

Database system
Dennis McLeod

Lisa Grant

Andrea Donnellan
Database systems

Geology/paleoseismology

Tectonics, earthquakes

Finite element code
Greg Lyzenga

Jay Parker

John Lou
Parallel computation/FEM

Parallel computation/FEM

Parallel computation/FEM/AMR

Inversion and assimilation codes
Greg Lyzenga

John Rundle

Terry Tullis

John Lou
Inversion

Viscoelastic models

Fault nucleation, fast multipoles

Fast multipoles, data assimilation

Object broker
Geoffrey Fox

Dennis McLeod
Science interoperability

Science interoperability

Visualization codes
Geoffrey Fox

Andrea Donnellan
Visualization

Geophysical applications

Pattern recognizers
Robert Granat

John Rundle
Hidden Markov Modeling

Pattern dynamics

Disaster management system
Andrea Donnellan

Jay Parker

Greg Lyzenga

Jill Andrews
Earthquakes, data interpretation

Data integration

Modeling

Interfacing with costumers

Education and public outreach
Jill Andrews
Outreach to earthquake community

Technical background and skills on team to enable implementation of software frameworks for this application

Software Engineering Plan

3 pages JAY and JOHN LOU

Process

Software engineering plan

Process we will use to develop software requirements, develop the software, conduct the testing and complete the final product.

Software Development Plan

Requirements Development Management

Project Tracking, Oversight and Control

Configuration Management

Quality Assurance, Testing, and Validation
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proposal, "Numerical Simulations for Active Tectonic Processes: Increasing 

Interoperability and Performance" that is submitted by Dr. Andrea Donnellan, 

and that I intend to carry out all responsibilities identified for me in 

this proposal.  I understand that the extent and justification of my 
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review in determining the merits of this proposal.

                     Sincerely,

                     Robert Granat 

-- 

Robert Granat

Jet Propulsion Laboratory

Data Understanding Systems Group
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4800 Oak Grove Drive

Pasadena, CA 91109
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"Simulations for Active Tectonic Processes: Increasing

Interoperability and Performance".

Sincerely yours,

Dennis McLeod
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Dennis McLeod

Professor

Computer Science Department

Research Associate Director

Integrated Media Systems Center
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Education and Public Outreach Addendum

Web-Based Teaching and Learning Tools to Enhance Nationwide Earth Science Curricula and Cooperative Partnerships to Acquire and Exchange Data and Information Products.
The education and outreach (E&O) components of this proposal will be designed in partnership with a results-oriented team of scientists and educators who will collaborate in an array of project-related activities consisting of workshops, publications, Web-based products, and database development and management. The E&O effort will be led by Jill Andrews, who established the successful Southern California Earthquake Center (SCEC) Communication, Education and Outreach program (www.scec.org) and supported the scientific activities of that National Science Foundation Science and Technology Center from 1995-2000. 

For this project, we propose to focus on a product that will specifically address earthquake-related phenomena with products that target educators and students in the K-14 environments.  We will build upon current efforts underway to create a pilot version of the Electronic Encyclopedia of Earthquakes (E-Cube) which will synthesize a large and varied amount of data and explanatory information and provide broad access via the World Wide Web in the context of the NSF-funded Digital Library for Earth System Education (DLESE). E-Cube will constitute a Collection within Element 2, Application of Digital Libraries to Undergraduate Earth Systems Education, as defined in NSF Program Solicitation 00-38, Geoscience Education. Three partnering organizations – SCEC, California Universities for Research in Earthquake Engineering (CUREE), and the Incorporated Research Institutions for Seismology (IRIS) – will be joined by the Numerical Simulations group to create subject matter that will feature Earth and space science and also include engineering, physics and mathematics areas of knowledge and inquiry. The collection is aimed at supporting high-quality high school and undergraduate education by providing educators and students with the tools and resources for instruction and research. Primary users will include investigators who employ inquiry-based techniques to explore specific topics. Archived and/or real time data sets and links to teaching materials will be available via the site, coupled with curricula that aid users in computing answers. Thus the site will promote the use of large data sets to help students simulate research. The Numerical Simulations project provides a platform we can build on to characterize, through creation of this Web-based product,  the use of high performance computing methods to reliably forecast earthquakes.

A second thrust in the K-14 environments will be a Numerial Simulations component created to enhance material presented in two successful Web-based educational modules. Because the education standards of today strongly encourage an inquiry-based, accessible approach to learning science, the SCEC- and NASA funded Web-based modules,  “Investigating Earthquakes through Regional Seismicity” and “Exploring the Use of Space Technology in Earthquake Studies,” at http://www.scecdc.scec.org:3128/Module/ and http://scign.jpl.nasa.gov/learn/ respectively, have met with enthusiastic acceptance among high school teachers and college educators nationwide. These modules, created at an upper division high school / lower division college level, are currently under adaptation to adhere to middle school national standards requirements.

A partnership with the Numerical Simulations principal investigators will certainly enhance the material presented in the existing modules.  The central themes in the first modules are earth sciences and the study of earthquake phenomena, and fit into middle school curricula.  We propose creation of a mathematically-oriented Web-based module, using the Numerical Simulations project as the illustrative example, to acquaint high school instructors and students with the concept of an integrated approach to solving computational challenges, and to lead them through an exercise to produce their own earthquake forecast (probability) models.  Students using the first two science modules will have already become familiar with new technologies such as broad-band, high dynamic range digital seismometers, continuously recording GPS systems, and Interferometric Synthetic Aperture Radar (InSAR).  The Numerical Simulations module would build on the foundation and framework set by the first two modules. As in the first modules, animated graphics and links to other Web sites, a glossary of terms, and hands-on activities will be included.  

We will employ a Web author who will work under the supervision of Jill Andrews.  Andrews will assemble a special team of scientists and educators (representatives of the California K-12 Alliance )who will review the work in progress for scientific accuracy and who will align the product to the State and National Education Standards.  We estimate the cost of this project to be $50,000 per year over the three-year life of the project.

A second thrust area will include development of new partnerships to acquire and exchange data and information products. We propose a collaborative agreement to supply predictive earthquake-related products to align with user needs defined by Federal, state, local, and regional emergency managers. The agreement will be made with the Pacific Disaster Center, a Federally-supported information processing center designed to provide value added information processing support to Federal, State, local, and regional emergency managers to support mitigation, preparation, response and recovery within the Pacific region. PDC is being developed as an organizational and technological model for global, national, and local initiatives in disaster management and serves as a nodal model for the Global Disaster Information Network (GDIN) proposed by Vice President Gore. In FY 1996 the Defense  Advanced Projects Research Agency (DARPA) was funded to support disaster related modeling and simulation tools development. In FY 1997-1998 the Office of the Deputy Under Secretary of Defense (Space) was funded to continue the development of the PDC. The PDC reached initial operating capability in April 1997. FY 1997-98 efforts have included development of an enhanced Geographic Information System (GIS), implementation of an emergency surge manning capability, recapitalization of computer equipment, and enhanced communications connectivity. We estimate the cost of this project to be $20,000 per year, which will augment Andrews’ FTE salary and cover travel-related costs over the three-year life of the project.
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