14.5  Other Grid Computing Environments

14.5.1  Metacomputing Systems

Globus

Globus is a software system that provides infrastructure for computations that leverage distributed computational and informational resources. It is being developed at the Argonne National Laboratory and the University of Southern California's Information Sciences Institute. Currently, the NetSolve system uses a component of Globus referred to as the Heart Beat Monitor (HBM.) The HBM allows NetSolve to easily detect failed server hosts and update the agent's database. We are also testing a new NetSolve proxy-client that allows Globus-enabled NetSolve client users to access and use Globus computational resources through the NetSolve interface. We have discussed extensively the integration of WebFlow with Globus. Recent developments of the Globus Group – especially the COG Kit for linking Globus services automatically to middle tier servers – have extended greatly the capability of Globus to support PSE’s.

CONDOR

The CONDOR system, of the University of Wisconsin, takes advantage of the fact that many CPU cycles go wasted on idle workstations at times when the primary user is not using his or her machine. The system assigns tasks submitted to the CONDOR system to "registered" host machines as long as these machines are idle. Should an owner return to his machine, the task is immediately halted and assigned to another host. CONDOR pools can be used as NetSolve servers. In essence, the request for service is forwarded to the CONDOR system, which then assigns the task to an idle workstation for completion. CONDOR has not yet been used with WebFlow but it should be straightforward to use CONDOR at the back-end tier in the manner Globus is used in examples of Sec. 14.3.3 

Ninf

Ninf is a system very similar to NetSolve. Developed at the Electrotechnical Laboratory in Tsukuba, Japan, it too provides an interface that allows for remote execution of functional components. In a collaborative effort, a NetSolve-Ninf bridge has been built that allow both systems to utilize servers provided to the other. Administrators of NetSolve and Ninf systems can then join forces to create an even bigger computational Grid. 

Legion

Legion is an object-based metasystems software project at the University of Virginia. Its goal is to tie together host systems with high-speed links and present the illusion of a single computer with access to varied physical resources. The NetSolve client-user can use the NetSolve interface while leveraging metacomputing resources of Legion. The NetSolve client side uses Legion data-flow graphs to keep track of data dependencies. We hope to study the linkage of Legion and WebFlow but as both have object models, the integration is not as straightforward as for Globus and WebFlow.

14.5.2 Seamless Access and Application Integration

There are several other projects addressed to solving the problem of seamless access to remote resources. A comprehensive list of these is available from the JavaGrande and Computing Portals web sites[12,16]. The NCSA Alliance has started an effort (The Common Portal Architecture) which will build on many of the ideas discussed above to provide a common framework for building web-based portals to the large computational science application efforts at the NSF Supercomputer centers.

The UNICORE project introduces an excellent model for the Abstract Task Descriptor that was well received at Computing Portals meetings [16] and, consequently, we are taking a  similar approach. The UNICORE middle tier is given by a network of Java web servers (Jigsaw).  The WebSubmit project from NIST implements web access to remote high-performance resources through CGI scripts. Both projects use https protocol for user authentication (as we do), and implement custom solutions for access control. The ARCADE project is aimed at multidisciplinary applications (especially those of interest to NASA and Aerospace applications), and its designers intend to use CORBA to implement the middleware. Indiana has developed application integration tools built on the ideas of DoE’s common component architecture (CCA).
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