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Accomplishments

Management and Administration

The Army Research Laboratory (ARL) Major Shared Resource Center (MSRC) government and Raytheon management worked diligently to finalize all the details for site preparation, delivery, and installation of the new PL3b equipment so that it can be integrated effortlessly into the operational environment. 

The ARL MSRC management supported the Department of Defense (DoD) High Performance Computing (HPC) Modernization Program User Group Conference in Albuquerque, NM in June by providing the appropriate center representatives for the User Feedback Session and other meetings and other personnel to present tutorials and papers.

The ARL MSRC assisted the Army and the HPC Modernization Office (HPCMO) in arranging for classified briefings to be prepared for Dr. Delores Etter, Deputy Undersecretary of Defense for Science and Technology, on the classified projects and success stories being supported by the modernization program.  This briefing, originally scheduled for June, has been moved into July.

Operations

System Usage

The unclassified T-90 (Seymour) was decommissioned and removed from service on June 13.  All users have either been transferred to the vector based CRAY SV-1 or moved to scalar SGI/Sun unclassified systems.
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System Administration 

Unclassified

The Origin 2000 systems (Adele, Adele1, Herman) were upgraded to Irix 6.5.7 and patches applied to correct large file corruption. All the systems were re-accredited with the new operating system (OS).

The root drives on all SGI systems were reconfigured to prevent overlapping and system crashes with no recovery. This corrects a problem in that the disk drives were delivered from the vendor with this weakness.

A number of actions were initiated to clean up the configuration of various Origin systems and further improve the standardization of those configurations.  The actions taken are as follows:

· Transferred /b from 32 CPU Origin 2000 (Eckert) to 128 CPU Origin 2000 (Herman) and exported to the SGI hosts due to Eckert's impending move to Scientific Visualization (Sci Vis).

· Removed excess drives (swap and old root drives) from Eckert and Herman.

· Increased swap on the two 64 CPU Origin 2000 systems (Adele and Adele1) for large memory jobs.

· Attached an additional DAE tray to increase Adele's /usr/var/tmp space; however, the configuration will not work until another LCC card is installed for full redundancy.

· Performance Co-Pilot 3.1 installed on all the SGI boxes; Upgraded MPT (Message passing tool) to 4.0

· All Sun systems being upgraded to Solaris 2.8 due to improved capabilities and reliability of this OS.

Classified

A number of System Administrator actions were taken in the classified side to improve user operations and standardized configurations; among these were the following items:

· Upgraded the 128, 64 and 32 CPU Origin (Bradley, Avenger and Javelin) to IRIX 6.5.7 and applied patches to correct large file corruption on the HPC systems. Installed Gaussian 98.

· In support of the ST&E inspection implemented password aging on the HPC classified systems.

· On the 64 CPU Origin (Avenger) increased /usr/var/tmp file systems to 544 GB by added 2 additional trays of fibre disk drives.

· Upgraded the Classified GRD Qmaster (sqm) to an Origin 200.

· Upgraded the Classified SUN SSP's (hpc20ssp1 and hpc20ssp1, front-end to the E-10000 (apache)) to Solaris 2.8.

· Designed and configured a 32 CPU Origin (Javelin) to support a customer's project.  Performance tuned the fibre disks to sustained I/O throughput of 180 MB.

The CRAY J932 (Patriot) was decommissioned from classified operations.  Planned and coordinated the CRAY J932 decommissioning and removal from Classified Secret Operations along with the upgrade of CRAY SV-1 (Guion) 24 CPUs and 4 GW (32 MB) memory in Unclassified. Developed procedures for clearing and removing the fibre channel nodes (FCN-1), HIPPI I/O (HPN-1), Multi-Purpose Nodes (MPN-1), and Scrub routine for the fibre channel disk drives from classified to unclassified operations.  Also, configured the Classified CRAY J932 (Patriot) as the Unclassified CRAY SV-1 with 24 CPUs and 4 GW (32 MB) memory.  Transitioned the CRAY T90 (Seymour) users to the CRAY SV-1.

Scientific Visualization (Sci Vis)

Six systems were set up, loaded, and configured for the new Adelphi Scientific Visualization Lab.   Remote monitoring of backup logs were set up and system backups were performed on an as scheduled basis.

The Fore ESA driver software was obtained from Fore for Sci Vis Indigo2 systems.  This gives us the capability to upgrade from Irix 6.2 to a more recent OS.  Memory problems were fixed on two systems by replacing memory. Another system had its memory upgraded from 320MB to 704MB, which allows the Video Production Suite (VPS) to do video editing on an 02.

Facilities

A number of facility modifications are ongoing.  Additional power drops have been installed in both the classified and unclassified computer rooms in preparation for the PL3b systems that will be supported.

The additional Liebert Air Handlers Units (AHU) needed to support the additional computational capacity for PL3b have been ordered.  The AHUs are expected to be received in the July timeframe and installed prior to the receipt and integration of the respective systems they will support.

Systems Integration
The initial phases of PL3B development, implementation and integration have begun.  All systems have been placed on order, which includes a 512p IBM Power3 with the new colony 16-way switch.  Also included are three 256p SGI SN1s, of which two will be installed in unclassified and one in classified.   Finally, one 24p Cray SV1 up-grade has completed installation.  As part of this effort a number of installation actions are already in progress:

· The facilities modifications to include additional power distribution units (PDU), power drops and air handler are currently in work.  All of these activities are planned to be completed by the time the main systems are delivered for integration.

· The unclassified computer room has been expanded by 500 square feet to facilitate both the new and incumbent systems.

· Seymour, the unclassified T-90, was decommissioned and removed on 13 June. Its pedestal flooring was restored to height of surrounding space in preparation for the installation of the IBM Power3 system and switch.

· The first portion of the IBM system has been delivered and installed.  This is the 16 processor Nighthawk-1 which is being used for early access and training.  Eventually, it will be integrated into the main Power3 system in the September timeframe as the disk/IO controller for the complete 32 node 512-processor system.

Networking

Most of the network activity has been in support of the system moves from unclassified to classified or the planned addition of new systems later this year.  As a result, the network fiber and cable runs have been remapped and reinstalled for the new configurations.  The new configuration will support gigabit ethernet, fast ethernet, and ATM interfaces to all the systems.

The Center is currently working with the Foundry vendor to complete the installation of a Gigabit Ethernet (GE) network. A number of issues had been noted which prevented the full installation of the redundancy and protocol as originally planned.  As a result, it has been decided to implement the GE layer 3 across the MSRC. ARL will test and verify this capability once the configuration is installed and complete. 

Expansion and Analysis

During the second calendar quarter of 2000, the ARL MSRC Expansion and Analysis Integrated Work Team (EAIWT) participated in the necessary site preparation tasks for the integration of the PL3b systems.  The team also participated in the efforts to decommission the Cray T916 and to install the Cray SV-1 system.  The T90 was removed from service on 12 June as planned, and the SV-1 has completed its effectiveness level testing with minimal interruptions.  The team also participated in planning the next phase of system changes which will involve the transitions of a Sun HPC10000 system from unclassified to classified and the change in classification of a 32 processor SGI Origin2000 system from HPC to Scientific Visualization.  These changes are scheduled to occur on 10 July 2000.

As part of the effort to replace the T90 with the SV-1, the team developed a new queuing structure which takes advantage of the large memory (32 GB vs. 8 GB on the T90) on the SV-1.  The new queues support jobs up to the Cray Y-MP instruction set limit of 16 GB (2 GW).  The team continues to analyze the workload and queuing system configuration to optimize turnaround.

Mr. T. Crimmins and Mr. T. Kendall (ARL MSRC), Mr. T. Brezee, Mr. S. Proulx, and Mr. M. McCraney (Raytheon) attended a meeting at IBM in Poughkeepsie, NY to discuss the integration schedule for the 512 CPU SP system and to receive information on IBM’s future offerings.  The group also attended an SGI meeting in Calverton, MD to discuss SN-1 capabilities.

Mr. T. Kendall and Mr. M. Knowles (Raytheon) attended a Mass Storage Working Group meeting at the Users Group 2000 meeting in Albuquerque, NM.  The ARL PL3b mass storage system upgrade plans were presented to the group.  The initial system delivery from Sun occurred on 26 June 2000 with the remaining components to arrive in the next few weeks.
User Services

Members of the User Services’ staff attended the 2000 Users Group Conference and met with many of ARL's more remote challenge users.  This has provided an opportunity to consult at length on ways to improve service to these users and future requirements.  These will be integrated into the User Services plans and procedures where applicable.

All Remedy functions have been transferred to the production system, i.e., no longer running off the development system.  This allows all trouble tickets to be generated within the system and automatically distributed electronically, tracked and statused.

As part of the Remedy system, the modifications to hardware schema were completed. The Hardware Configuration Management database is now complete.  A rough draft of hardware report was produced for customer and user evaluation using their comments to continually improve the database structure and its usability.  A bug was found in Remedy while trying to produce the hardware report. (Remedy report won't page records that are more than one page). Reported the problem to Remedy and this was the first time this problem had been reported.  The Remedy support staff noted to correct the problem with the next upgrade.  Remedy is not sure when this upgrade will be available.

Applications Support

ARL provided a detailed discussion and demonstration of the capabilities of Global Resource Director (GRD) to several representatives of the Joint National Test Facility on ARL's queuing system.  This information was provided to aid in their assessment and evaluation of various queuing systems and which is best for an HPC facility.

The scripts for breaking up a checkpointable, long running job into multiple jobs were completed and advertised to our users on our GRD Web pages.  The other two enhancements, which were near completion at the end of the last quarter, were completed as well.  They are the mechanism for halting CTH, and the serial job submission at the end of a parallel job for post processing.

This quarter, design work and initial coding of scripts for automatic job monitoring via GRD of all user jobs has begun.  Soon, an initial version of these job-monitoring scripts will start operating. They are designed to collect 'ps' data on each job run through GRD so that the ARL Applications Team can determine which user job has correctable inefficiencies.  By having jobs monitored around the clock in an automatic fashion instead of occasional manual monitoring, ARL expects to uncover and correct far more user script/job problems than ever before.

ARL has developed and written a custom GRD script for each of its many commercial off-the-shelf (COTS) products. These scripts, which will undergo final review soon, will be provided in the same directory as the COTS software, so that users will be able to copy the script for their personal use.  By providing users with robust, sophisticated scripts, ARL will avoid some of the problems encountered when users attempt to write their own scripts.

ARL assisted Cray T-90 users in moving their jobs to ARL's new unclassified Cray SV-1 machine.  This required the re-link and recompile of some codes to run efficiently on the new Cray floating-point vector processors. 

Scientific Visualization 

E. Mark (Raytheon) continued work on the Zahl Walkthrough project.   Worked with Alias|Wavefront (A|W) support and Application Engineers to try to resolve or find work-around for issues related to interactive rendering, light-linking, file growth, and texturing. A|W Application Engineers have recently provided a work-around for light linking that will enable more efficient production of rendered animations.

R. Angelini (ARL) continued with the technical leadership of the Collaboratorium Project at Adelphi. Construction of the facility has commenced, and procurement actions are completed related to the technology and computer upgrades.  

The Distributed Interactive Computing Environment (DICE) Project team members had a number of accomplishments, including:

· Updated DICE web page with full documentation and manual pages on the DICE API.

· Added “Stereo Movie” capabilities to DICE. Animations can now be viewed in stereo while maintaining control of the camera position and other DICE controls.

· Added remote WEB visualization capability to DICE. Off-the-shelf Netscape or Explorer can now be used as the graphics display of a DICE batch script. 

· Integrated the Fakespace Mini-Workbench in the classified SciVis lab with DICE, including use of the “glove” input device.

· Developed DICE interfaces for EnSight, Alegra, and ParaDyn.

· Developed an initial version of an interactive “Crystal Builder” for CCM codes in support of Common HPC Software Support Initiative (CHSSI) project, and converted the existing “Heats of Formation” CCM utility to use the new DICE capabilities in support of DoD Challenge project.   This update improved previous runtimes of over 4 minutes to less than 30 seconds.

The visualization team generated and received new PHSColorgram images for use at APG and Adelphi facilities.   Also worked with ABC Marketing to develop and update brochures and technical publication data.

E. Mark is continuing to work with SGI to install and test iterative releases of SGI Vizserver software.  He is currently working with SGI to test the first working kerberos implementation with the latest release.

K. Kirk (National Computational Science Alliance (NCSA)) continued work on the Vehicle Test Data Playback System that allows for the playback of test data for vehicles in 3D Virtual Environment.   Mr. Kirk was able to demonstrate the system capabilities based on Advanced Amphibious Assault Vehicle (AAAV) sensor data provided by the customer.

In the area of multimedia and video production, J. Vines and J. Nelson (Science Application International Corporation (SAIC)) completed an overview video of the Electro-magnetic Gun Program, a ARL Weapons and Materials Research Directorate (WMRD) Testimonial video, a Monte Carlo simulation for the WMRD, as well as numerous other customer visualization productions. 

Visualization Team members were involved in numerous demonstrations and tours, both at Aberdeen and Adelphi.  

Programming Environment and Training (PET)

Management

The ARL PET Mid-Year Review was held April 18-20. The PET Team interviewed a candidate in April, who was not selected for the CSM on-site position. All PET Academic Partners submitted Year 5 (Yr5) proposals, and E. Grabert reviewed and critiqued the proposals.  E. Grabert submitted 71 proposals from all academic partners to Raytheon Program Manager (RPM) on June 1. ARL PET participated in the International Test and Evaluation Association (ITEA) conference held in White Marsh June 5-8, where Dr. Mike Skreiner (NCSA, ARL MSRC PET) presented a paper. 

Education and Training

M.B. Walker (NCSA) made a peer-reviewed presentation at the June Annual Conference of the American Society for Engineering Education for the ASEE Educational Research and Methods Division. The first Minority Serving Institution High Performance Computing (MSI HPC) workshop was held May 18 and 19 in Washington, DC. The workshop sought to extend the resources of the National Computational Science Alliance to faculty at minority serving institutions in the United States. M. B. Walker, J. Moses and S. Teevan were members of the planning and coordination committee.  S. Teevan coordinated with NCSA and Argonne National Labs in the planning, coordination and hosting of a Data Mining workshop held at the ACCESS Center. J. Moses and S. Teevan assisted with the coordination of the Summer HPC Intern Program. J. Moses taught a Unix Course and assisted with HTML course. J. Moses completed an IRIX System Administration Certification. S. Teevan completed a Master’s course in the Instructional System’s Development program at University of Maryland Baltimore County (UMBC).

Training Events: 1 April – 30 June

	CTA
	Type
	Title
	Date
	Hours
	# Students
	Rating

	SIP
	Course
	Intro to MATLAB for SPAWAR HPC Users; Stan Ahalt and Ashok Krishnamurthy, OSC; Dev Prabhu, ARL MSRC
	11-12 Apr
	13
	17
	4.67

	IMT
	Seminar
	Emerging Collaborative Technologies, Larry Jackson, NCSA
	13 Apr
	1.5
	11
	data not available

	SIP
	Course
	MATLAB for Signal Processing at Spawar; Stan Ahalt and Ashok Krishnamurthy, OSC; Dev Prabhu, ARL MSRC
	13 Apr
	8
	14
	4.62

	SIP
	Course
	MATLAB for Image Processing at Spawar; Stan Ahalt and Ashok Krishnamurthy, OSC; Dev Prabhu, ARL MSRC
	14 Apr
	8
	12
	4.67

	PRG
	Seminar
	Trends in HPC: Enhancing Performance and the Computational Grid (via Tango from UTK); Jack Dongarra, UTK
	17 Apr
	2
	10
	data not available

	N/A
	Course
	GRD Tutorial; Steve Thompson, ARL MSRC
	18 Apr
	7
	7
	4.5

	N/A
	Seminar
	RAMA: A Reliable High Performance Scalable File System; Dr. Ethan L. Miller, UMBC
	24 Apr
	1.5
	15
	data not available

	CSM
	Seminar
	Various Investigations in CSM; Dr. Sam Naboulsi
	25 Apr
	1.5
	13
	data not available

	VIS
	Course
	EnSight; Dr. Anders Grimsrud, CEI
	26–27 Apr
	14
	7
	4.14

	VIS
	Course
	DICE; Jerry Clarke, Jennifer Hare, Eric Schmitt and Jerome Brown, ARL MSRC
	2-May
	6
	10
	4.17

	PRG
	Workshop
	Globus Workshop; Steve Tuecke, Argonne National Laboratory
	3-4 May
	16
	24
	data not available

	CSM
	Course
	Patran; Bart McPheeters, MSC Software
	9-12 May
	24
	10
	4.29

	CCM
	Workshop
	Polymer Modeling Training; Dr. Nick Reynolds, Molecular Simulations, Inc.
	16-17 May
	14
	18
	4.29

	N/A
	Workshop
	MSI HPC Workshop
	18-19 May
	16
	17
	data not available

	CSM
	Seminar
	Truly Meshless MLPG and LBIE Methods in Mechanics; Dr. Satya N. Atluri, UCLA
	23 May
	1
	29
	data not available

	SIP
	Course
	RT Express; John Ivory, Integrated Sensors
	23-24 May
	14
	5
	4

	PRG
	Seminar
	PGHPF High Performance Fortran: Successful applications and optimal programming techniques on shared- and distributed-memory systems; Doug Miles, The Portland Group
	1 Jun
	2
	12
	data not available


Totals: Courses - 8; seminars - 6; workshops - 3

Total # of students - 231; total hours – 149.5; average rating – 4.37

Computational Chemistry and Material (CCM) Sciences 

CCM's objectives for this quarter included hosting the MSI Polymer Training Workshop at ARL, filling the Aeronautical Systems Center (ASC) CCM onsite position, and taking care of issues related to the ARL PET Mid Year Review.

Jean Phillippe Blaudeau has been added to the PET CCM team as ASC onsite, thus facilitating our cross-MSRC approach. Brahim Akdim helped Dr. Dmitris Papaconstantopoulous (Naval Research Laboratory (NRL)) in rectifying a problem with running the TBMD code on the ARL O2Ks, and discussed potential profiling collaborations with Dr. Juan Chaves (HPTI, ARLMSRC PET). Dr. Gerald Lushington (Ohio Supercomputer Center (OSC)) continued to discuss collaborations on nanoelectronics with people at Kirtland NM, LSU, and UCSB. Dr. Maggie Hurley  (OSC) began a collaborative effort with Dr. Phill Christiansen (Clarkson University) and Dr. Gino DiLabio (Carleton College) on a novel mixed quantum/classical implementation using effective potentials. G. Lushington began testing the MPI version of WIEN which the team obtained from Dr. Jai Sam Kim (Pohang U. of Sci and Tech). M. Hurley obtained the XMD code from Dr. Jon Rifkin of UConn Center for Materials Simulation, and obtained EAM potentials from Dr. Diana Farkas (Virginia Tech) and has been using these tools in the Gun Tube Erosion project. Dr. Ken Flurchick  (OSC) and M. Hurley continued interacting with Dr. Jane Adams (ARL) and Dr. Mo Li (Johns Hopkins) on issues related to simulation of glassy metals, as well as visualization and analysis. M. Hurley also met with Dr. Sam Gido (UMass Amherst) to discuss his projects in Polymer Modeling and his ongoing collaboration with ARL, and began an OpenMP implementation of Brett Dunlap's SHGDFT code. K. Flurchick and Dr. Jan Labanowski (OSC) continue development of the OSC SciPortal. An extremely successful course on MSI's Polymer Modeling modules was held at the HEAT Center May 16-17. Approximately 18 attendees came from ARL, NRL, Natick, Picatinny, Edgewood, and the Night Vision Lab, among others. Attendees gave the course good marks and many made use of the demo software period. 

Computational Fluid Dynamics (CFD)

In this quarter, the CFD CTA activities are focused on executing challenge application and preparing presentation for the DoD HPCMP meeting in collaboration with ARL CFD researchers. Work also continues on the KTA2-15 simulations, generalized grid/flow system and the development of the WEB based grid generation course at (Mississippi State University (MSU)). A collaborative activity with Adelphi CFD researchers has been initiated. 

On site lead, Dr. Surya Dinavahi (MSU, ARL MSRC PET) has developed a very successful outreach and technology transfer program at Adelphi. To provide continuity in support, S. Dinavahi has been spending two days per week at Adelphi working very closely with various CFD users (Gordon Videen, Ron Meyers, Keith Deacon, Dennis Garvey, Chat Williamson and Jon Mercurio, all of ARL Adelphi). The enhanced version of OverGrid(CHSSI) code was utilized for the development of grids associated with the challenge application.  The challenge application with Jubraj  Sahu (ARL) has been exercised with various conditions using OVERFLOW and ERC Hybrid code on both ARL and ERDC platforms. The summary of results was presented at the DoD HPCMP meeting in June. Improved parallel performance and animated visualization of pressure and velocity results were prepared.  A video capability besides syllabus slides has been added in the grid course material. A WEB based grid learning tool has been validated as a part of the WEB based grid course. This has been documented as a Master level student project. The execution of this course will be demonstrated during the annual review.  This software will be transferred to various DoD CFD users. The COTS GASP system was tested on ARL platforms. A side-by-side training on Overgrid and Overflowd software was provided to Karen Heavy (ARL) and Mary Jane Graham (West Point). The latest version of the CHSSI code OVERFLOWD was installed on ARL machines. The initial version of the GGLiB will be ported to ARL in July. A joint publication with ARL researchers on maneuvering missile was published and presented at the American Institute of Aeronautics and Astronautics (AIAA) meeting. Two journal publications were published during this quarter. A publication on adaptive grid generation has been accepted for journal publication. An invited talk on ‘’ Synthesis Environment for CFS ‘’ was given at the SIMAI 2000 meeting in Italy. Dr. Surya Dinavahi has resigned from MSU and as the ARL PET CFD on-site lead. 

Computational Structural Mechanics (CSM)

Following are highlight summaries of activities of CSM. Dr. Jimmy Hsia (NCSA) gave a presentation on the progress of CSM program during the past 6 months. The numerical simulation results of the fracture of a cylinder under impact loading and fracture of a plate under thermal loading were presented. The CSM survey on training needs was discussed. J. Hsia met with the management team and discussed a wide range of issues including future directions of CSM, hiring of an on-site CSM lead, mechanisms of bringing NCSA technology to ARL researchers, effective ways to make use of the CSM survey results. Dr. Harry Hilton (NCSA), J. Hsia and a NCSA CSM group conducted an interview with a candidate on March 8 for an IMT position. H. Hilton visited the Patuxent River Naval Air Station (Pax River) with Mike Skreiner (NCSA) to discuss possible collaborations on materials damage in engine components. J. Hsia, H. Hilton and NCSA CSM group conducted the interview of a candidate on March 22 for the on-site CSM lead position. H. Hilton, J. Hsia, and NCSA CSM group prepared a public relations article to be included in the ACCESS, the NCSA's PR newsletter. J. Hsia and H. Hilton prepared the CSM ARL proposal for CY5.

J. Hsia is preparing material for the ARL PET Year-end review to be held July 31 – Aug 2, 2000.

Integrated Modeling and Test Environments (IMT)

Objectives for the quarter included initiating a new campaign to hire an IMT On-Site Lead; hold meetings with the Aberdeen Test Center (ATC) and Pax River personnel to define and plan IMT activities and proposal development to support their HPC needs; conduct a pilot Pax River user survey; and, deliver an ARL PET seminar on Collaborative Technology.

A renewed campaign to recruit an IMT On-Site Lead was initiated.  Meetings and discussions were held with P. Oxenberg (ATC) and  J.Ruhl (Developmental Test Center (DTC)) aimed at developing a forum for identifying issues related to the process of IMT Verification, Validation and Accreditation of  simulation models. A PET proposal on this subject was submitted jointly with United Defense Limited Partnership.  Progress on IMT projects continues.  Funding for the Project ARL-CY4-IMT-T&E-6: HDDI Hierarchical Distributed Dynamic Infrastructure for Classification and Indexing was approved and work was begun. A software engineer with experience in distributed systems is designing a multi-agent-based framework for the distributed search and retrieval system, and four programmers are implementing a prototype of the system. A presentation at the ITEA conference in June provided the opportunity to discuss the suite of data mining projects currently conducted by the NCSA team with members of ATC, DTC, and the Distribution Centers (DCs).  Mr. J. Johnson, Director, Redstone Technical Test Center HPC DC, specifically expressed an interest in this project. Dr. M. Skreiner attended a meeting with the NAVAIR/Naval Air Warfare Center Aircraft Division (NAWCAD) at Pax River, April 11, to review HPC and PET requirements for the Propulsion and Power Computer Aided Engineering (CAE) Reliance Enhancement Project with their management team, and plan for development of the ARL PET Proposals for CY5 funding.  An ARL PET proposal titled “ARL IMT Problem Solving Environment (PSE),” was submitted by NAVAIR PPE and NCSA.   Our ARL IMT PET team received a commendation from Dr. Danny Weddle, Chief Scientist - Computing, NAWCAD and Navy T&E Principal, HPC Advisory Panel of the HPCMO for our work with NAVAIR PPE (email by Denice Brown 5/2/2000).  

Signal Image Processing (SIP)

Objectives: The SIP team objectives for the quarter were course delivery and continuation of ongoing projects.

D. Prabhu (ARL MSRC/Ohio State University (OSU) and S. Ahalt (OSU) have started adding all SIP CHSSI codes to the SIP Repository at the ARL MSRC. D. Prabhu added enhancements to the MATLAB GUI-based code which is being developed for M. Qaadri (ARL Adelphi) to perform an overlay operation of two images through a least squares fit of user-selected pairs of corresponding points. A 2-day course on RTExpress was delivered at ARL Adelphi on May 23-24. The course focused on the new version (3.1) of RTExpress installed on the E10Ks at ARL. Mr. Yeo-Sun Yoon continues to develop the parallel quadtree image formation code under the direction of Professor Kaplan. Currently, he has successfully compiled the code and is ready to test and debug it using a real raw radar pre-focus data file. 

Forces Modeling and Simulation (FMS)

Following is the SPEEDES update. The Joint Simulation System (JSIMS) selected SPEEDES as their core engine. Both Jeff Wallace and Jeff Steinman left Metron. Jeff Wallace is not affiliated with SPEEDES anymore, whereas Jeff Steinman moved to another Solana Beach, CA company, RAM Labs, and he now works closely with the Space and Naval Warfare Systems Command (SPAWAR) on adapting SPEEDES for the JSIMS needs. He also develops SPEEDES 1.0 User Guide and FMS received initial chapters of this document. Dr. Wojtek Furmanski (Syracuse University, FMS Lead) discussed with Jeff Steinman his recommendations for visual CASE tools for object-oriented Modeling and Simulation (M&S) that will be addressed in the Year 5 WebFlow/UML authoring environment. Meanwhile, Metron proceeds with completing the SPEEDES 1.0 software release based on support from the Wargame2000 program and the SPEEDES 0.9 release was received recently. W. Furmanski also discussed the possible role in CHSSI FMS 5 with Larry Peterson and received recommendations on PET FMS Year 5 activities from Bob Wasilausky. 

Following is the NPAC update. NPAC is scheduled to close down by the end of June. W. Furmanski is staying with Syracuse University as research faculty in the Department of Electrical Engineering and Computer Science (EECS) and is available to provide continuous support for PET FMS. In preparation for infrastructure changes due to the NPAC close-down, recently all FMS related codes and materials from NFS supported NPAC project directories were moved to local disks and machines which will stay with Syracuse University and be included into the EECS domain. These include two O2 SGIs and a few NT workstations. All FMS codes (Parallel CMS, WebHLA, ModSAF) were tested after the move and they are operational. Also tested were the Metacomputing CMS demo with Parallel CMS module running at NRL and other modules running on the new Syracuse University set-up. Following is the Year 5 Proposal Development. The FMS team intends to strengthen ties between FMS and IMT in Year 5 and beyond to support better the T&E needs at ARL and to establish a cross-CTA collaboration platform toward SBA. During the recent mid-year review in Aberdeen, discussions were initiated on possible joint projects with ARL researchers including Jerry Clarke (Raytheon, ARL MSRC PET), Kelly Kirk (NCSA, ARL MSRC PET) and Derek Moses (HPTi, ARL MSRC PET). Discussions were held with Mike Skreiner (NCSA, ARL MSRC PET) on possible ways for IMT and FMS to work together. In particular, Oracle 8i could be a natural platform to facilitate FMS and IMT integration towards T&E/SBA. Based on these interactions, Year 5 FMS proposals were developed and submitted that included two training efforts (SPEEDES and Oracle 8i) and two development/integration efforts (Oracle/DICE and WebFlow/UML). 

Following is an update on Web/Commodity Technology Tracking. Exploration continues of Web/Commodity technologies of relevance for FMS. Specifically, analysis of ARL/UML as a potential Java front-end to be included in WebFlow/UML and also analysis of the recently released Microsoft Visio 2000 as a potential Windows based visual authoring front-end for WebFlow/UML began. The FMS team is also actively monitoring the exploding field of mobile computing, driven by new generation of hand-held devices (such as Pocket PC, Palms, smart phones, Symbian devices etc.), the coming wireless Internet technologies and the associated global mobile enterprise systems. In particular, they explored in more depth the Pocket PC front-end technologies (such as Pocket Internet Explorer with XML/XSL, JavaScript and Win32 based Active X control support), Oracle 8i/Mobile based middleware and back-end technologies (such as Oracle Lite, Concentrator, Portal-To-Go, Replication, Advanced Queuing and Oracle Application Server). It was also observed that the embedded operating systems such as Windows CE (used in Pocket PC devices) or Symbian EPOC (used in Psion devices) can play a significant role for the T&E community at the APG as commodity based real-time controllers both for operational and virtual test & evaluation activities. Such controllers could be naturally coupled via Oracle Mobile (land-line or wireless) technologies and the Oracle database server with the HPC facilities at ARL to offer an enterprise-wide real-time mobile data intense high performance T&E facility for the APG. 

Programming Tools

Shirley Browne (Ptools Lead, University of Tennessee – Knoxville (UTK)) efforts for the tutorials and presentations at the User Group Conference (UGC) by the Ptools personnel. UTK has worked with the Lawrence Livermore National Laboratory (LLNL) and Etnus to put together a web-based tutorial on the TotalView debugger with site-specific instructions for the MSRCs. UTK released version 1.0 of the PAPI cross-platform library interface to hardware performance counters. The PAPI port to the Sun platform is complete but requires Solaris 8. P.  Mucci has written a dynamic profiler that generates true exclusive time profiles dynamically, using the real time cycle counter to do the timing.  The profiler combines dynamic instrumentation with PAPI. Dr. Chaves experimented with OpenMP directives to improve the performance of user codes at ARL, especially at Adelphi;  collaborating in the PSE/Gateway/Globus test-bed implementation; and continues working on Legion and NetSolve test-beds. UTK obtained a combined MPI/OpenMP version of GAMESS from Greg Gaertner at Compaq and will be benchmarking this version on ARL platforms. A WindowsNT client version of kerberized NetSolve is complete and available from the NetSolve website (http://www.cs.utk.edu/netsolve/).

Information/Communications

Syracuse University's primary effort during this quarter was focused on continued refinement of the Gateway system and preparations for installation on an ARL testbed. Jackson State University's goal for the project, Java-based Distributed File Management System, is to develop a Java-based Distributed File Management System (JDFMS) that enables scalable high performance and reliable distributed data storage and delivery.


For Syracuse University, much of the work on the Gateway system during this quarter has been small improvements in functionality or generality based on experience gained with the ASC and OSC installations. The ASC installation is now using Kerberos for authentication and access control. Gateway Program Manager, Marlon Pierce, worked with ASC security staff to review the current state-of-the-system and received their blessing. This should facilitate acceptance of the system at ARL. At the DoD HPC User Group Conference, a tutorial on the Gateway system was offered under the sponsorship of ASC. At the UGC, a sidebar meeting of the people involved in the ARL testbed installation was also held. Attending were Marlon Pierce (Syracuse/Florida State On-Site I/C Lead at ASC and Gateway Program Manager), David Bernholdt (Syracuse), Virginia To, and Dr. Chaves (HPTi), Dr. Andrew Mark (ARL), and Phil Matthews (Raytheon).  M. Pierce is providing hardware and software requirements to ARL (most software is free, with the exception of the secure CORBA ORB required for Kerberos support). ARL staff is responsible for identifying suitable systems for the testbed and acquiring necessary software licenses. During April, Jackson State University hired another undergraduate researcher to work on the project, Java-based Distributed File Management System. The newly hired researchers continued to become familiar with the JDFMS project; after reading much of the extensive JDFMS documentation and literature, the researchers began to study the actual Java code in an effort to identify ways to make the system more user friendly.  Special attention was paid to the error-correction coding techniques used in the system and the overall program code.  Researchers began to look at downloading files of various sizes with JDFMS and compare its performance to other techniques.  At this point, they are still studying the tool and trying to identify ways to improve it.


Sci Vis

For the project Vehicle Test Data Playback System, the objective is to playback test data for vehicles in the 3D Virtual Environment. For the project Secure Web Database the objective is to create a secure web interface that can access Oracle database to view ATC test data.

Accomplishments for the Vehicle Test Data Playback System were as follows. Kelly Kirk received sensor locations and data for AAAV from Russ Hepler; simplified the AAAV 3D model and added sensors glyphs; got the setColor function working in Preformer viewer; and gave a demo to Russell D. Hepler (U.S Marine) and Sam Marderness (ATC). Accomplishments for the Secure Web Database included K. Kirk movinv the Secure Web Interface to Oracle Application Server (OAS) and has it working as a CGI script (non-Zope version); and, is working to solve the problem of the PL/SQL cartridge not working with OAS on one of the SUN HPC systems. K. Kirk finished the graphic for Peter Plostins's 2.75 Controlled Rocket video; built Virtual Collaboratorium Room Layout, which can be viewed in stereo on the Immerdesk; and, taught a two-day C Programming overview class to the ARL MSRC Summer Interns.
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Figure 1: AAAV Frame with sensor glyphs color mapped with channel data

Miscellaneous

Papers/Reports Published/ Presented:

ARL MSRC PET staff had three papers published in the Proceedings of Algorithms for Synthetic Aperture Radar Imagery VII, SPIE Aerosense, April 2000, Orlando, FL.

1) J. Ma and S. Ahalt (OSU), “Parameter Estimation Algorithms Based On A Physics-based HRR Moving Target Model.”

2) S. Ma and S. Ahalt (OSU), “Derivation of Physics-based HRR Moving Target Models.” 

3) J. Ma and S. Ahalt (OSU), “An analysis of complex HRR range signatures.” 

Staff members of the ARL MSRC presented the following papers/posters/tutorials at the DoD High Performance Computing Modernization Program (HPCMP) Users’ Group Conference (UGC) in Albuquerque, NM in early June.

1) Mr. D. M. Pressel (ARL MSRC), "Cache Based Architectures for High Performance Computing." 

2) Mr. D. M. Pressel (ARL MSRC), "Scalability vs. Performance."  

3) Messrs. T. Kendall, R. Chase (ARL), and S. Thompson (Raytheon), “Parametric Radar Cross Section Study of a Ground Combat Vehicle".

4) Messrs. D. Shires, R. Mohan, and Dr. A. Mark (ARL MSRC), “A Study of Parallel Software Development with HPF and MPI for Composite Process Modeling Simulations.”  Mr. J. Clarke (Raytheon), Ms. J. Hare (ARL MSRC), and Mr. J. Brown (Raytheon), “Implementation of a Distributed Data Model and Format for HPC Applications.”

5) Drs. D. Arnold, S. Browne, J. Dongarra, G. Fagg, and K. Moore (University of Tennessee – Knoxville), “Secure Remote Access to Numerical Software and Computational Hardware.”

6) Drs. D. Cronk, G. Fagg, B. Ellis (University of Tennessee – Knoxville), “Metacomputing: An Evaluation of Emerging Systems.”

7) Mr. D. M. Pressel, Ms. D. Hisley (ARL MSRC), Messrs. S. Schraml (ARL), S. Thompson, P. Satya-narayana, D. M. Wah, and M. Knowles (Raytheon) "A Comparison of the Performance of Two Popular Symmetric Multiprocessors When Used To Run High Performance Computing Applications” (poster).

8) Dr. K. Flurchick (OSC), “OSC SciPortal” (tutorial).

9) Drs. J. C. Chaves (Raytheon), S. Browne (UTK), C. Breshears (Engineering Research Development Center) (ERDC)), and R. Luczak (ASC)“Tools and Techniques for OpenMP, MPI, and mixed OpenMP and MPI Parallel Programming” (tutorial).

10) Dr. B. Akdim (OSC), “Introductory PET CCM” (poster).

11) Dr. S. Browne (UTK), “PAPI” (poster).

Staff members of the ARL MSRC presented the following papers at the International Conference on Parallel and Distributed Processing Techniques and Applications (PDPTA) in Las Vegas, NV the week of 26 June 2000:

1) Messrs. D. Pressel, T. Kendall, and S. Thompson “Queuing for Symmetric

2) Multiprocessors.”

3) Messrs. D. Shires, R. Mohan, and Dr. A. Mark (ARL MSRC), “Improving Data Locality

4) and Expanding the Use of HPF in Parallel FEM Implementations.”

Staff members of the ARL MSRC published or presented the following papers/reports in other venues.

1) Four draft standards for Media Management System were published out of the Storage System Standards Working Group (SSSWG) on May 5 to the Institute for Electrical and Electronics Engineers (IEEE), were approved on June 21, and will appear in public after editorial review probably in July.  The standards, which were written by the IEEE SSSWG whose chair is Mr. J. Cole (ARL MSRC), include the following: a) 1244.1 Standard for Media Management System (MMS) Architecture, b) 1244.3 Standard for Media Management System (MMS) Media Management Protocol (MMP), c) 1244.4 Standard for Media Management System (MMS) Drive Management Protocol (DMP), and d) 1244.5 Standard for Media Management System (MMS) Library Management Protocol (LMP).

2) Dr. G. Lushington (OSU) presented talks on Gun Tube Erosion at the Tenth Conference on Computational Research on Materials, Morgantown, WV May 17-20.

3) Mr. D. Shires (ARL MSRC) presented a paper entitled “Process Model Predictions for Boeing Complex Hull” at the Rotary Wing Science and Technology Demonstration (RWSTD) review meeting, Boeing Mesa Campus, Mesa, AZ, on May 23, 2000.

4) Drs. W. Sturek and D. Haroldsen (ARL MSRC) presented a paper entitled “Application of Multi-Block, Patched Grid Topologies to Navier-Stokes Predictions of the Aerodynamics of Army Shell,” at Computing the Future III - Frontiers of Computational Fluid Dynamics 2000, in Half Moon Bay, CA in June.

5) Drs. K. M. Skreiner and W. Hsu (NCSA) presented a paper entitled “Synthesis, Reduction and Integration of Test & Evaluation Data for Monitoring Applications (Integration of Data Sources for Time Series Analysis)” at the International Test and Evaluation (ITEA) Workshop in White Marsh, MD the week of 5 June.

6) Jean Phillipe Blaudeau presented 2 talks on plutonium radicals at Ohio State's International Conference on Molecular Spectroscopy June 15, and in addition chaired a session on June 16.

7) Dr. M. Hurley and Dr. G. Lushington (OSU) were co-authors on an invited talk on Gun Tube Erosion given by Dr. Cary Chabalowski (ARL) at the Joint 55th Northwest/ 6th Rocky Mountain Regional Meeting of the American Chemical Society.

8) F. Bouskila and W. Pottenger (NCSA) presented a paper entitled “The Role of Semantic Locality in Hierarchical Distributed Dynamic Indexing,” in June at the 2000 International Conference on Artificial Intelligence (IC-AI 2000), Las Vegas, NV.

9) Dr. J. Hsia (NCSA) presented a paper on dislocation nucleation and patterning in crystals at the National Institute of Standards and Technology in Gaithersburg, MD on June 19-22.

10) M. Callahan (NCSA) presented a poster on Hierarchical Distributed Dynamic Indexing (HDDI), Data Mining Project at the ITEA Workshop in early June.

11) M. Miller (UTK) attended the June 13-15 SIP Forum and gave a presentation on NetSolve, emphasizing the MATLAB interface, which is of great interest to the SIP community.

12) P. Mucci (UTK) attended the May Parallel Tools Consortium meeting and gave a presentation on PAPI.
Conference/Meeting Attendance

ARL MSRC staff members attended the following conferences or meetings. 

1) Mr. E. J. Grabert (NCSA) attended the Naval Oceanographic Office (NAVO) MSRC Programming Environment and Training (PET) Review held April 11-12.

2) Mr. R. Angelini served as a panel member on "Large Format Visualization Environments" at the Department of Energy Computer Graphics Forum held April 30 -May 3 in Santa Fe, NM.

3) Mr. J. Cole (ARL MSRC) attended the following IEEE meetings, including: SSSWG (May 30-June 1), IEEE Computer Society Standards Activity Board (24 May, by teleconference), and IEEE Computer Society Mass Storage Systems Technical Committee, 2001 Symposium Program Committee (April 20).

4) Dr. M. Hurley (OSU) attended the Princeton Materials Institute Workshop on Computational Materials: Fundamentals, Evolution and Design in Princeton, NJ May 1-2.

5) Mr. J. Clarke (Raytheon) and Dr. R. Namburu (ARL MSRC) attended a meeting at Sandia National Laboratory on 5 June where Mr. Clarke gave a presentation about DICE and they both held discussions regarding a CHSSI project.

6) Numerous government and contractor personnel from the ARL MSRC    attended the DoD HPCMP UGC and participated in the various meetings,  and birds-of-a-feather sessions that were held, including the Center’s  Director meeting, Information Environment, Outreach, and Mass Storage  Archival Server (MSAS) Working Group.

7) Several staff members attended the ITEA workshop in White Marsh, MD the week of 5 June.

8) Several staff members attended the PDPTA 2000 conference in Las Vegas, NV the last week of June.

9) W.Pottenger (NCSA) attended the 2000 International Conference on Artificial Intelligence (IC-AI 2000), Las Vegas, NV June 25-29.

10) Ms. J. Hare (ARL MSRC) spoke about scientific visualization to a conference of high school girls conducted at Millersville University, Millersville, PA.

11) Dr. G. Lushington (OSC) attended the International Conference on Multiscale Materials Phenomenon in Harsh Environments in Cyprus, June19-24.

Visitors

The ARL MSRC hosted the following groups for briefings and tours of our facility:

· April 3 - TTCP / TP-10 members from Australia, Canada, UK, and US

· April 5 – Ms. Renata Price, US Army Materiel Command

· April 7 – Messrs. Dennis Smith and Leonard Husky - ARL Associate Director

· April 10 - Johns Hopkins – Applied Physics Lab and ARL/WMRD personnel

· May 3 – Days of Remembrance Holocaust Speakers

· May 9 - Defense Science Board and Aberdeen Test Center personnel

· May 12 – General Keane, Vice Chief of Staff of the Army

· May 26 - Dr. Al Brenner, consultant to Dr. Etter

· May 31 – Mt. Pleasant High, a Math and Science Magnet School, in Wilmington, DE

· June 8 - ITEA Conference Tour

· June 12 - Douglas Miles, Vice President, Marketing and Sales, Portland Group, Inc.

· June 13 – Ms. Susan Heselton, Harford County Councilwoman

· June 21 – Institute for Creative Technology and U.S. Army Simulation, Training and Instrumentation Command personnel
Support for HPCMP

The Army Research Laboratory (ARL) submitted a proposal on 27 April to provide Computer Intrusion Monitoring and Protection (CIMP) services for the major Defense Research and Engineering Network (DREN) and High Performance Computing resource locations of interest to the High Performance Computing Modernization Office.  Dr. Delores Etter awarded the CIMP to ARL on 16 June with an effective service date of 1 October. 

Mr. D. Shires is working with ARL/WMRD personnel and industrial partners (Boeing, Lockheed, Northrop) in research efforts dealing with composite process modeling.  These organizations are using the IMT-4 COMPOSE (Composite Manufacturing Process Simulation Environment) software suite, a Common High Performance Computing Software Support Initiative (CHSSI) project, currently under development at RL/University of Minnesota.

Future Plans

Management and Administration

The ARL MSRC government and Raytheon management will continue to ensure that all site preparations are done in a timely manner so that the new PL3b equipment will integrate into the operational environment as scheduled. 

The ARL MSRC will assist the Army and HPCMO in the classified briefings to Dr. Delores Etter, Deputy Undersecretary of Defense for Science and Technology, on the classified projects and success stories being supported by the modernization program.

The ARL MSRC will file the formal response to the Security Test and Evaluation (ST&E) that was conducted in March.

Operations

The Center plans to increase the number of staff personnel who are experienced with Secure ID cards and Kerberos.  This will help during the new account setup, when issues arise, and during renewals.

Expansion & Analysis 

Future efforts of the EAIWT will be centered on the continued planning and integration of the contracted PL3b configuration.  The planning involves the integration of a moderate amount of facilities equipment, including power distribution units, the conversion of the T916 chilled water loop to support the PL3b air cooled systems, and revision of communications network infrastructure to support new system locations.  The team will also be involved with capabilities and effectiveness level testing of the new systems.

User Services

The staff are beginning to work with vendors of COTS software for renewal of license and maintenance agreements.  A re-evaluation of software needs is planned based on usage statistics as provided by flexlm software monitoring package.  Based on this evaluation, the number of licenses or seats may be reduced or reallocated. 

The staffing and staffing skill mix is being adjusted in preparation for receipt of new architecture.  The addition of the IBM and OS requires a change in the current skill set to support this new operating environment.  Currently, pursuing new staff to fill these critical roles.

Applications Support

Work is scheduled to occur on the incorporation of the SGI “miser_cpuset” command into our GRD configuration for the SGI machines.  When complete, this will enable GRD to specify that each job run on a unique set of processors for that job, and thus prevent the process wandering phenomena that we have observed, and that is responsible for performance degradation. (Debug and background jobs will not be so directed, but all other jobs will be.) 

Scientific Visualization

E. Mark will continue the Zahl Walk-Through effort.  Work needed includes additional modeling and animation, script development, and coordination to gather aerial, site, and interior video footage.  He will also assist K. Kirk in the effort to develop an interactive subset of the Zahl Walk-Through for possible use in the collaboratorium.   E. Mark will begin investigating the hardware/software issues related to multi-pipe and large format displays.

J. Vines will explore the use of Lightwave software for the use in 3D modeling of customer projects.

R. Angelini will work with vendors, contractors, architects, and other government personnel to finalize design and implement technology associated with the collaboratorium in Adelphi.

J. Clarke will deploy a full integration of ParaDyn into DICE environment 

J. Hare and J. Clarke will develop a prototype version of VisualMD (CCM CHSSI code) and will demonstrated to customer.
Programming Environment and Training

Management

The ARL PET Program will hold its end-of-year review on July 31 - August 2, 2000 at APG. Work will continue on deploying the Globus testbed to ARL. Raytheon is expected to award the ARL PET Yr5 contracts to the academic partners by around mid-July. The ARL PET Yr5 begins on August 10.

CCM

Objectives for the upcoming quarter include preparation and handling of issues related to the ARL End-of-Year review and startup of Year 5; preparation for several upcoming presentations; and continuing work with the summer interns. Dr. Ken Flurchick (OSC) and will be giving SciPortal training at OSC July 6-7.

CFD

During the next quarter, the concentration will be placed on executing challenge application especially using latest OVERFLOWD and BEGGAR codes and organizing training course/seminar at ARL. The CTK (Chimera Tool Kit) development group meeting will be organized at ARL. This will be carried out in collaboration with DoD, the National Aeronautics and Space Administration (NASA), MSRC PET team, and MSU (this project is funded by the Army Research Office (ARO) to MSU). 

CSM

During the next quarter, we plan to continue to work with the ARL WMRD CSM team on a penetration mechanics and fracture mechanics problem.  We will also continue to 

Education and Training

Future Planned Events
	CTA
	Type
	Title
	Date

	PRG
	Course
	Open MP & KAP/Pro Toolset
	27-28 June 00

	CFD
	Seminar
	Overset Grid Seminar
	6 July 00

	PRG
	Course
	IBM Training
	Week of July 10-14

	PRG
	Course
	C++ Programming for Scientific Applications
	11-13 July 00

	PTools
	Course
	Tools and Techniques for OpenMP and Mixed MPI
	27-28 July

	PTools
	Course
	PAPI Workshop
	29 July 00

	
	Seminar
	TBD
	August 3

	IMT
	Course
	TBD
	August

	
	Seminar
	Data Parallelism and HPI
	September 7

	IMT
	Course
	Introduction to LS-Dyna
	18-20 September

	
	Course
	Fluent Training
	25-29 September

	
	Meeting
	ARL MSRC UG Meeting
	27 September

	
	Meeting
	Open House
	7 October

	IMT
	Course
	Advanced LS-Dyna
	11-13 December


collaborate with the PAX River NAS Propulsion group to help them structure a proposed or outline solution to the turbine problem.

IMT

Objectives for the next quarter include the campaign to hire an IMT On-Site Lead; conduct a pilot Pax River user survey, and deliver an ARL PET workshop on two ARL PET data mining projects: Project ARL-CY4-IMT-T&E-2: 3-D Visualization Tool for Time Series Analysis, and Project ARL-CY4-IMT-T&E-5: Synthesis, Reduction and Integration of T&E Data for Monitoring Applications.
SIP

D. Prabhu (ARL/MSRC/OSU), S. Ahalt (OSU) and A.Krishnamurthy (OSU) will present a course on MATLAB at SPAWAR in August.  A. Krishnamurthy will present an advanced course entitled “MATLAB for Signal Processing” at SPAWAR.  D. Prabhu will co-mentor two summer students at the ARL MSRC. N. Maldonado (University of Puerto Rico), will be co-mentored by B. Sadler (ARL Adelphi), and will work on simulation of radio wave propagation through trees. Melvin Davies (Clark Atlanta University), will be co-mentored by G. Videen (ARL Adelphi), and will work on modeling optical scattering from biological warfare agent inclusions.
Programming Tools

PAPI and related tools will be installed on the ARL Origin 2000s prior to this workshop, and on a Sun E10000 if an upgrade to Solaris takes place. UTK will run OpenMP benchmarks on ARL platforms to compare performance of KAI's Guide with SGI and Sun OpenMP compilers. UTK will work with Derek Moses at ARL to get the ARL RIB software repositories upgraded to the latest version of RIB. UTK is hosting a two-day PTES CFD workshop September 27 and 28.

Info/Comm 

Syracuse University plans a tutorial for prospective developers of problem solving environments (PSEs, a.k.a. front ends) for the Gateway system to be held July 6 – 7 at the Ohio Supercomputer Center. ARL PET staff and partners in the areas targeted in Year 5 proposals for new PSE development have been invited to attend. Beginning in July, the ASC Gateway testbed will also be opened to pioneer users in the CCM area. M. Pierce will visit ARL in July to perform the bulk of the installation of the testbed in collaboration with ARL staff, who will provide the first line of support for the testbed. Jackson State University plans continued efforts to familiarize new researchers with the overall makeup of JDFMS.

Sci Vis

For the project Vehicle Test Data Playback System, Kelly Kirk plans to put it on a WinNT System; make it user definable sensor location and control; make it able to read in bus data and show parts positions; and, link sensor glyphs to multiple data channels.  For the project Secure Web Database K. Kirk plans to get the OAS PL/SQL cartridge to work, build customer authorize in PL/SQL, and do more testing.

Miscellaneous
Papers/Reports to be Published/Presented

ARL MSRC personnel have the following papers/reports awaiting publication/presentation.

1) Mr. D. M. Pressel will give an invited presentation at Workshop on OpenMP Applications and Tools (WOMPAT) 2000 conference in San Diego, CA the first week of July on the topic of “The Scalability Of Loop-Level Parallelism."

2) Messrs. M. Behr (Army High Performance Computing Research Center/Rice University), D. M. Pressel, and Dr. W. Sturek have a paper entitled "Comments on CFD Code Performance on Scalable Architectures" awaiting publication in Computer Methods in Applied Mechanics and Engineering. 

3) Ms. D. Hisley (ARL MSRC) has a paper entitled "Porting and Performance Evaluation of Irregular Codes using OpenMP" to be published by October/November 2000 in Concurrency: Practice and Experience, a refereed journal publication.  

4) Dr. J. C. Chaves is an invited speaker to the Multidisciplinary Applications and Interoperable Computing MAPINT 2000 Symposium to be held 15 August in Dayton, OH.

5) Dr.Hurley will be making a presentation on Gun Tube Erosion at the 4th Canadian Computational Chemistry Conference in Lennoxville, Quebec, July 30-Aug 3.

6) Dr. M. Hurley will be giving an invited talk on Gun Tube Erosion at the 220th National American Chemical Society meeting in Washington DC August 22.

7) Dr. S. Browne (Ptools Lead, UTK) has co-authored a paper on OpenMP Debugging using TotalView which Browne will present at WOMPAT 2000 July 6-7.

ARL MSRC staff will be presenting the following papers at the AIAA 18th Applied Aerodynamics Conference in Denver, CO in August.

1) Sturek, W.B. and Taylor, M. (ARL), "Statistical Analysis of CFD Results of Missile Surface Pressures", AIAA Paper 2000-4214.

2) Haroldsen, D.H. (ARL MSRC), "Navier-Stokes Computations of Finned Missiles at Supersonic Speeds," AIAA Paper 2000-4208.

3) Catalano, G.C. and Sturek, W. B., "A Numerical Investigation of Supersonic Flow Past an Aft Body," AIAA Paper 2000-4520.

Conference/Meeting Attendance
ARL MSRC staff anticipates attending the conferences cited above.

Dr. P. Satya-naramya will serve as a program committee member for the first US OpenMP conference to be held at the San Diego Supercomputer Center July 5 – 7.
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