Wireless Scientific Visualization for Education

Introduction

· On the first day God said: let there be transistors. And the world felt good. 

· On the second day God said: let there be computers. And the world felt good.

· On the third day God said: let there be an Internet. And the world felt good.

· On the fourth day God said: let there be a World Wide Web. And the world felt good.

· It is now the fifth day. God has spoken: let there be a wireless infrastructure. 

· What will the sixth day bring? VR, voice, ubiquity, embedded. Let us wait and see.

In the last five (??) years, the world has seen an explosive growth in several technologies related to communications and computing. Cellular services are in the process of supplanting conventional digital phones; desktop workstations are giving way to notebooks, laptops, PDAs, and handheld screens. Although the technologies used by the phones and computers are radically different, there are clear trends that indicate that handheld phones are increasingly being used for functions commonly reserved for computers (e.g. web browsing), while computers are increasingly used for functions normally handled by the communication industry (video, fax, phone calls via the internet). This merging of technologies is leading to a plethora of protocols, interfaces, languages, which is very quickly impacting portability across these services. For example, two people can communicate vocally across the Internet, but only if the software used is the same on both sides. In this wilderness, there are several guideposts to help us: XML, JAVA, Windows, Unix, OpenGL. These guideposts have existed for several years, and show no signs of waning; they exist on a time scale that far exceeds the 6-12 month time scales normally associated with Internet-related technologies, and therefore provide a relatively stable platform upon which to investigate new paradigms.

In this proposal, we wish to investigate the application of wireless technology to the field of scientific visualization, and apply our findings to the electronic classroom. To set the stage,  let us consider a classroom experience today and as a result of our proposed research.

Scenario 1 (today))

The class is scientific visualization. Twenty students arrive in the seminar room, equipped with a 15’x8’ stereographic display, driven by an Onyx 2 SGI station. The imagery is displayed on the wall through two rear projectors whose images overlap within a blended region. Armed with Crystal eye glasswear, the students are capable of visualizing images in full three-dimensions. While these facilities provide insight into complex structures that are often hard to conceptualize (a recent example is the self-intersection of a toroidal acoustic wave, see Figure), seeing a rather reastic three-dimensional image, students are often inclined to perform additional actions. For example, 

1) Students expect the image to move if they displace themselves in relation to the image. 

2) Students sometimes like to “touch” the image. Touch can help determine whether the eye is actually interpreting the image correctly.

3) Finally, students like to explore the data. Exploration can take several forms: textual exploration, such as probing and web searching, and visual exploration, such as slicing the data, extracting subvolumes, visualizing vector fields, etc.

Scenario 2 (end result of research)

The class is scientific visualization. To demonstrate the handling of complex data, the instructor displays a stereographic image of a shock interacting with a vortex (SHOW PICTURE). Students don their stereographic glasses, barely larger than current eyewear. The instructor demands that the student begin exploring their data and to report their findings. The students reach for their HHD, and begin navigating through the data using the stylus to manipulate local controls on the pocket device. Each student performs independent manipulations, seeking their own information.  Examples of what they might do is intersect the volume with cutting planes to produce contour plots (lines, shaded, colored), extract features (vortices, shocks), draw equally-spaced streamlines on surfaces generated on a cutting plane or surface. It is important to note that each student is performing manipulations completely independent of other students. Being wireless, the HDD are connected to the WWW, so the students can search for similar pictures made by other students or researchers. Information they might be interest in includes topology data, historical data, etc.

How is this scenario approximated today?  (keyboards, wand)
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Scientific research
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Monitoring of numerical simulations

Interaction with multiple displays by one user

Interaction of multiple users with a single display
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Mouse
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Local area trackers (not yet used)

Palm devices (palm OS)
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Future: startrek tricorders
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Use palm devices to navigate through complex visual data

Use HHD (handheld device) as a planar device to make cuts through 3-D volumetric data

Use HHD to access metadata, access the web

Allow multiple users to query the same 3-D data

Device local volumes so origin of tracker for all users correspond to same location in 3-D dataset

Different users can query data in different ways without interfering with the work of others.

Multiple HHD will be attached to provide multiple screens (e.g. 3 planes of a carteian grid system). This will provide arbitrary cuts through the data thus allowing interactive exploration. Different orientation by different users will allow independent exploration.

Users can communicate results to each other or directly to one or more display devices (located locally or remotely)

Investigate the best language for implementation (probably Java). Important to use a language (even if not efficient) that has high degree of portability across future evolutions of hardware and software protocols). This language must provide adequate levels of abstraction.

Milestones

Year 1

Year 2

Year 3

References

Previous NSF Support

User’s will input commands in several ways:

1. points (x,y) chosen with a stylus on one of several HDD screens

2. text (seeking answers to questions that relate to displayed information on one or more displays (local or remote). Remote displays are related to distance learning

What are the various wireless technologies: LAN, WAN

In the initial implementation, a powerwall (15’x8’), hooked up to an Onyx server (located 150’ away in a machine room) communicates via TCP (or HTTP protocol) with a PC located in proximity to the powerwall. A HDD attached to a tracker (the tracker communicates directly with the Onyx, the HDD has a wireless connection to the PC which will translate the information to the Onyx). 

We must first have the ability to enter commands (points or text) on the palm and have them executed on the Onyx. Whatever is executed on the Onyx will display on the Powerwall. 

Conversely, the user should have the ability to access any part of the powerwall display from the palm.  This necessitates the creating of a reduced graphics interface which displays a simplified version of the data presented on the Powerwall. One of the prime objectives will be to minimize the bandwidth between the HDD and the server. This for several reasons. 

1. First currently bandwidth is severely restricted (??? Mbytes/sec). 

2. Second we anticipate that several users will use the system concurrently further decreasing bandwidth. It may be necessary to experiment with several parallel redundant wireless networks between several devices to increase overall bandwidth (not to a single user but when several users use the system). It will be necessary to device techniques to automatically channel messages over one or the other network to load balance the bandwidth requirements.

Notes from the book: Designing wireless information services.

User interfaces are vastly different from that on desktops or workstations:

1. lack of space

2. lack of screen resolution

3. lack of bandwidth

pages 85—130 describe the rules of mobile web design. Note that we are not doing web design, but rather constructing an interface to display devices, although communications may occur through the HTTP protocol once data reachers a land-based computer.

www.cs.mdx.ac.uk/hpc/hpc.htm (web interaction with handheld computers)

XML better choice than HTML (p. 131, chapter 4).

Example: WML

WAP is a protocol.

WMLscript is a scaled down version of ECMA script.

WAP is a session-based system (as opposed to HTML which is stateless.

WMLscript and WML is compiled, and byte-codes are sent. Not asci letters. 

WAE image system 

IMode successful in Japan.

WML/WAP work with a card-like interface, reminiscent of Macintosh Hypercard technology. (p. 279). Triggering 

p. 281. We can extend the  notion of context-aware retrieval to change the quality of  representation depending on the characteristics of the display device.

Issue: the use of menus is discourage to preserve screen real estate.

www.cc.gatech.edu/fce/eclass : electronic classroom. Use of electronic boards, electronic paper to improve interaction between teachers and students.

Georgia Tech is investigating the use of notebooks and PDA to interface students with classroom materials. However, I suspect it is mostly web-related, using wireless software technologies.

ISAAC:www.certec.lth.se/research/projects/Isaac/ : use of PDA/telephone for the disabled.

Future of Mobile Network Technologies.
Second and third generation networks are being installed. Europe and Japan are far ahead of us.

US: CDMA (digital and packet-switched): 2 ½ generation, 28 kbps.

WAP is optimized to handle latencies and flooding (p. 287).

GPRS has QoS.

3rd generation: (p. 288) will handle many communication scenariosl

WCDMA:  Wideband Code Division Multiple Access

    Used by the Japanese. Uses IP packets, voice. 

     Services referred to as ITU, IMT-2000, International Mobile Telephone 2000, UMTS (in Europe). Works like CDMA.

Standing still or indoors, WCDMA is 2 megabits/sec. LAN is becoming indistinguishable from the Internet. 
Consumer trials of WCDMA starting in Japan in 2000. Finland will be the first to offer services.  It is not meant to provide video on the phones (bandwidth too high).

By 2005, 7 percent of users will have access to high multimedia services (p. 291).

Consequence of a third-generation infrastructure: we are always connected.

Bluetooth:can be used to create ad-hoc networks in a room (MEANING of adhoc?) It can create a network that includes other things temporily.

Eight bluetooth units can work together (the first acting as a master). Each unit can be active in several cells simultaneously. 

In this proposal, we are not concerned with security.

Future of WAP

Look into the EFI (external functionalities interface).

IP over mobile networks. (p. 294—296)

Quality of service (QoS). (p. 297)

Look into collaboratories (what are the technologies used?)

Languages: XML-based. Investigate SML, SMIL, WAP

For portability, Java, RMI, JINI

Use of agents?

Research issues:

Control of bandwidth

Display device (with workstation) will always be much more powerful than a handheld device. 

Today: pocketPC: 100-200 Mhz, Palm: 60 Mhz?

OS: pocketPC: WindowCE, Palm: PalmOS

Interact with Unix/Windows 95/98/2000

Need communication between a HHD and a unix system, perhaps through the intermediary of zero, one or multiple intermediate servers (PCs or Unix systems).

Investigate the distribution of work between the pocket PC and the workstation (server). This parallels early developments into remote or distributed visualization. For example, should the rendering be done on the server, and the bitmap transmitted to the HHD? What would the requirements be for 5 frames per second animation? The pocket PC has 200x300 resolution. Assume 250 colors (more is not necessary), so 1 byte per pixel. Total bytes per frame is 200x300x250 = 1.5 Mbytes.  Five frames per second -> 7.5 Mbytes/sec. With 

Jpeg compression: 0.5 Mbytes/sec (equivalent to 4 Mbits per second). Current transmission 

Rates are 1-2 Mbits/sec, going on 20 Mbits/sec sometime before the end of 2000. Therefore, it is entirely possible to transmit a complete bitmap to the pocket PC at “almost” interactive rates.

On the other hand, what is the cost of transmitting polygons that are then texture-mapped on the HHD?  Consider the memory requirements to transmit 10,000 quads.  Each quad requires 4 coordinates with x and y coordinates. Since the grid is regular, only a scalar variable needs to be transmitted. We assume that quad strips are not used.  80,000 floating point numbers are transmitted, 5 per second = 400,000 floats/sec. One float = 4 bytes; therefore, 1.6 Mbytes/sec (or 4 times less than transmitting the pixel map). It is possible to encode the floats in two bytes (go back to old type machines), which leads to 0.8 Mbytes/sec.  The disadvantage of polygon transmission is that it is harder to do effective compression. Factors of 10 or 20 are probably harder to achieve. Jpeg compression is not the ideal compression technique in this case.

The above considerations are important to capture contour plots, color-filled, on the HHD. That is, a cross-sectional plot of the full 3-D data. 

As the processing power of the server increases (projected to reach 2Ghz per processor within 2 years), so will the processing power on the HHD. The main limitation is that the smallness of the device places severe constraints on the processor due to excess heating and quick depletion of battery resources. The advent of the Crusoe chip from ??? promises to alleviate some of these limitations. 

What kind of interactions can we expect from a HHD? 

