CSIL Computational Science and Information Laboratory Plan

Features – See accompanying Spreadsheet for more details

1) Terascale Facility in OTI which provides base support with funding in CSIL budget

2) Terascale User Support in CSIT includes programming, access, display etc.

3) Assume that CSIT will have some high-end capabilities like the Powerwall, which would be used for special projects. However most users would want to use the Terascale machine from their home department. Of course faculty with offices in CSIT have CSIT as their home department. However to “avoid the somewhat negative SCRI image” we need to reach out to users who are not situated in CSIT.

4) We propose configuring some “Terascale  Access Packages” which would feature hardware and software to support distributed users. ASCI has put a lot of funding towards this with most emphasis on distributed visualization.. If possible CSIL should provide partial but not full funding for such access packages. This will enhance effectiveness of use of Terascale machine and create goodwill. Making support "partial" ensures users are serious.

5) The "Access Grid" is innovative video conferencing technology with multiple video windows and supporting large displays. Originally developed by Argonne, it is now an NCSA Alliance activity.

6) CSIL will support computational operations of CSIT in areas of office, research computing, web presence and education. It is not clear as to policy for support of “research machines” of particular CSIT groups. Here CSIL subsumes existing CSIT facility and its support staff.

7) There will not be any separate administrative staff for CSIL. Administrative support will come from CSIT business office.

8) There is a need for one “major hire” for Director of Terascale User Services. Several more junior and student positions are needed.

Terascale User Services Plan

We suggest a two track plan in near term which will allow initial use of machine and give us time to refine plan and implement CSIL Terascale user services for a broad base of users

1) So main thrust is to seek user input, establish user group, make some key initial CSIL hires and establish CSIL Terascale user services. We need do these steps in parallel with an aggressive hiring and user outreach activity. Goal would be to have an initial organization in place by October 15 2000.

2) Meanwhile we identify the half a dozen or so major users (the “pioneer users”) who are ready to use the IBM SP immediately. These presumably are able to use the machine effectively without significant need for user services support. Having agreed on this list (by mid July say) we ask them for a short (HTML) proposal as to how they could usefully use up to 25% (per group) of facility in its initial mode of modest support. We guarantee some high level of access through the October 15 date when we would start to phase in longer-term plan.

Initial Visualization Plan for Terascale Access

Assume each department supported in visualization, has 2 workstations.

Each workstation:  256 Mbytes memory, Geforce-2 graphics (25 million

polygons per sec.), Linux, 100 Base-T to 1 Gbit. Estimate $10k per

workstation (this would include approx. $3000 for 1 Gbit card (cost on an

SGI), video software ($500 on PC), minicamera for collaboration. Cost per

workstation is no more than $6,000.

Each department should have 300 Gbytes of storage (cost is $2000 in current dollars).

Total cost: $36,000 + cost of enhancing the network on the IBM side.

Add on to that stereographic glasses, etc. Assume cost for 6 terminals to be no more than $40,000.

More extensive support (color printers, higher bandwidth, more powerful machines, etc) would be available if scientists to come to CSIT.

