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Short Biography

Wojtek Furmanski is Research Professor of Physics, Chief Technologist of NPAC (Northeast Parallel Architectures Center) at Syracuse University, and President and CEO of Translet, Inc. As theoretical particle physicist in CERN, Geneva, Switzerland he developed diagrammatic techniques for systematic analysis of scaling violation in Quantum Chromodynamics and performed the first complete calculation for the two loop parton densities. This work is now a standard reference in high-energy physics. At Caltech, he conducted research on optimal collective communication algorithms for parallel machines, on use of neural networks for load balancing parallel computation, on use of parallel processing for neurophysiological simulations of cortex and on multigrid algorithms for early vision. He also created at Caltech in late '80s the MOVIE (Multitasking Object-oriented Visual Interactive Environment) system, sponsored by the U.S. Army and integrating an early mix of pre-ORB, pre-Java and pre-Web design concepts towards a high level scalable architecture for heterogeneous distributed computing. The system was used in early '90s for the GIS (terrain image understanding) applications for the Army and as the backend support for the DARPA funded High Performance Fortran Interpreter. 

In ‘94, Furmanski initiated a research program at Syracuse University on Interactive Web Technologies (IWT), sponsored by federal agencies such as DoD, DoE, NSF, and by industry such as IBM Watson and more recently also Translet. IWT was initially focused on exploring new emergent World-Wide Web technologies and prototyping next generation environments for multi-user interactive collaborative Internet services. The first set of prototypes in this area, WebTools developed by Furmanski in ‘94/’95 attracted interest of DoE and resulted in the WebSpace project that developed WebFlow - a visual dataflow authoring system for Web based computing. 

In ‘96, Furmanski was also conducting research on Web linked databases and he prototyped a collaboratory community network for telemedicine called CareWeb. CareWeb attracted significant interest of the healthcare community and also of the software industry exploring similar Web/database collaboratory technologies for distance learning. Based on industry contracts in this area, Furmanski founded Translet, Inc by end of ‘96 as a NYS for-profit corporation. In ‘97, the company got affiliated with the Syracuse University small business incubator CASE Center, and extended its application domains, including also telemedicine and modeling and simulation. While growing Translet, Furmanski and his IWT R&D group at Syracuse University continues the exploration of leading edge emergent Web / Commodity standards, with the current focus on CORBA, Java, COM, XML, UML and the DoD Modeling and Simulation standards such as HLA/RTI.  
IWT approach to Web based computing, sometimes referred to as Pragmatic Object Web (POW), explores synergies between and integrates various emergent standard candidates. It uses Java to implement CORBA, it employs XML as the universal wire format to communicate between various distributed object models, it adapts HLA/RTI to support federation and collaboration among system components/federates, and it explores and extends UML as a general purpose visual authoring framework. POW prototypes developed by IWT at Syracuse University are being now licensed by Translet, Inc. with the goal of developing products for the emergent Web computing markets. This suite of technologies include: a) WebFlow for visual authoring of modular distributed dataflow computation; b) JWORB (Java Web Object request Broker) for middleware servers supporting multiple Internet protocols and distributed object models; c) OWRTI (Object Web RTI) for Java+XML implementation of DMSO RTI, i.e. event-driven support for federation and collaboration; and d) WebHLA which is a generic 3-tier Web based application framework that offers a bridge between military modeling and simulation technologies and Internet virtual communities such as online multiplayer gaming, collaborative manufacturing and software engineering.

Education

Habilitation, 1981, Theoretical Physics, Jagellonian University, Cracow, Poland 

Ph.D., 1978, Theoretical Physics, Jagellonian University, Cracow, Poland. 
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President and CEO, Translet, Inc.,
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- NPAC Chief Technologist, Syracuse University
 1995 -

- NPAC Associate Director, Syracuse University
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- Research Professor in Physics, Syracuse University
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- Senior Research Fellow, Caltech, Department of High Energy Physics
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- CRNS Research Fellow, Orsay University, LPTHE, Paris, France
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- Research Scientist, Geneva University, Geneva, Switzerland
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- Scientific Associate, CERN/Theory Division, Geneva, Switzerland
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- Assistant Professor, Jagellonian University, Cracow, Poland
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- Assistant, Theoretical Physics, Jagellonian University, Cracow, Poland. 
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Research and Development Projects 

As a converted physicist, I developed my computer science expertise in a series of federally funded R&D projects that started in mid 80's at Caltech and continued through 90's at Syracuse University. These projects addressed a broad range of science and engineering challenges, involved a spectrum of computer science approaches, and delivered a suite of useful algorithms, designs, ideas, publications and software packages. Some of these projects also inspired or fuelled other R&D or commercialization efforts that followed. Below, I summarize all major projects I was leading in this period, starting from computational physics and continuing through parallel processing, neuroscience, image processing, virtual reality, up to the current areas of Web based distributed computing, collaboration, modeling and simulation and software engineering process. 

Scaling Violation in Quantum Chromodynamics (QCD) (1976-1986)

In the period '76 - '86, I conducted research in theoretical and phenomenological particle / high energy physics with the focus on scaling violation phenomena and quark/gluon parton models in Quantum Chromodynamics (QCD). This work was started in my PhD [96] [97] in the Department of Theoretical Physics at the Jagellonian University, Cracow Poland, and it was continued in several European laboratories, including: CERN and Geneva University in Geneva, Switzerland; Rome University in Rome, Italy; DESY in Hamburg, Germany; and Orsay University in Paris, France. This effort, aimed at computing the behavior of strong interactions at very small (quark level) distances from the first principles (using QCD as the underlying quantum field theory) included a spectrum of techniques in theoretical, computational and phenomenological physics ranging from the development of new quantum field-theoretical models for quark and qluon interactions to the analytical multi-loop Feynman diagram calculations to symbolic manipulation programs to large scale numerical Monte Carlo calculations and large volume experimental HEP data analysis. The analytic formulae for the QCD parton densities, derived in this effort represent today a standard reference and quotation in High Energy Physics [109-112]. The associated Monte Carlo simulation programs [119] [124] I developed in early 80's were in use for many years in several High Energy Physics labs such as CERN, DESY, SLAC and Fermilab.

Optimal Communication Algorithms for Parallel Machines (1986-1987)

I left Poland after the martial law imposition in 1981 and, while continuing my physics research in various European labs, I received  research position offers from several U.S universities and labs, including Princeton, Fermilab and Caltech. I have chosen Caltech based on my previous contacts and proximity of research topics with Richard Feynman, Geoffrey Fox and Stephen Wolfram. However, when I came to Caltech in 1983, Feynman was already terminally ill, Wolfram had left Caltech to found Mathematica,  and Fox was in transition from physics to parallel computing. At this time, I was working on non-perturbative QCD [123] [125] and I decided to join in '96 the new Caltech Concurrent Computation Project (C3P), led by Fox and initially focused on using parallel processing for  large scale quantum Monte Carlo calculations in lattice QCD and other gauge theories. We soon realized, however, that the emergent field of parallel processing represented itself a rich and exciting research area [87]. As a research scientist within the DoE funded C3P, I developed a suite of provably optimal collective communication algorithms [86] [88] for several parallel operations and data flows, including scatter and gather, FFT, matrix operations and signal processing [89-91]. Some of these algorithms were included in CrOS - Crystalline Operating System for Caltech Hypercubes developed by C3P and later renamed as Express. My Caltech PhD student, Adam Kolawa who converted together with me from physics to parallel computing [125], started a software company, Parasoft Corporation, that successfully commercialized Express in mid/late '80s and kept growing through '90s.

Neural Networks for Load Balancing Parallel Computation (1987-1988)

In mid '80s, Caltech initiated an exciting multi-disciplinary program in computational neuroscience, led by John Hopfield and including scientists from neurobiology (Jim Bower), biological and machine vision (Christof Koch) and parallel processing (Geoffrey Fox and myself). As a member of the NSF-funded CNS (Computation and Neural Systems) program, I extended Hopfield's ideas on applying the computational techniques from statistical physics to neural networks and I brought the new dimension of optimal parallel processing algorithms to the computational neuroscience. In particular, I developed a novel type of neural network (we called it Bold Network) that was capable to perform approximate but very fast dynamic load balancing and resource allocation for parallel computation [80]. We demonstrated that our Bold Network outperformed the standard simulated annealing algorithm for VLSI circuit placement by Kirkpatrick et al. by orders of magnitude and we applied it successfully for various practical dynamic load balancing tasks on Caltech Hypercubes [81-85]. Activity patterns generated by Bold Network attracted also some attention of Caltech neurobiologists such as Jim Bower who was observing similar patterns in certain brain areas such as cerebellum and, inspired by our work, he tried to explain them in terms of some spontaneous load balancing processes in the cortex [79].

Parallel Simulation of Olfactory Cortex (1988-1989)

Having mastered the base skills both in parallel processing and in artificial neutral networks, I was ready in '86 to address some real world challenges in biological neural nets i.e. nervous system and brain simulations. At this time, Jim Bower's group in the Biology Department at Caltech was developing a detailed neurophysiological simulation model of the olfactory cortex and they wanted to explore the use of parallel processing to speed up their simulations. I joined Bower's group, understood their simulation code and I developed a scalable parallel implementation on NCUBE (the first commercial parallel system based on Caltech Hypercubes) [77-79]. Olfactory cortex simulation included periodic waves of soliton-like excitation patterns that propagated through non-linear neuronal matter - scalable parallelization of this complex system was accomplished in terms of scattered/cyclic decomposition and my suite of optimal communication algorithms such as Crystal Router or Crystal Accumulator [81]. My work on olfactory cortex simulation contributed some initial software organization concepts and algorithms to the general purpose biological neural network simulation system GENESIS, developed later on by the Bower group and now used in many neuroscience labs across the world.

Parallel Algorithms for Biological and Machine Vision (1988-1989) 

As a member of the Computation and Neural Systems (CNS) program at Caltech, I was also interacting with Christof Koch and Carver Mead groups in the area of early vision algorithms  in biological systems and their implications for machine vision systems [78]. In particular, we were exploring a family of relaxation algorithms from the MIT AI Lab for ill-posed perceptual problems such as shape-from-shading, shape-from-motion, surface reconstruction, optical flow or stereopsis. Albeit promising, these algorithms revealed notoriously slow convergence due to local relaxation techniques that could hardly cope with large correlation length and low frequencies involved in typical perceptual tasks. I developed multi-grid parallel version of these algorithms, which converged in finite (problem size independent) number of iterations [93]. Lockheed Palo Alto expressed interest and was testing our approach but the actual longer term funding in this area came from the Army and resulted in the image segmentation project that is described next.

Terrain Image Analysis, Segmentation and Understanding (1989-1992)

In late 80's, the U.S. Army agency ASAS (All Sources Analysis Systems) was building an electronic database of terrain images, based on videotaped and digitized physical terrain maps, maintained by the Defense Mapping Agency. The associated computational challenge was to perform color separation of such images, followed by extraction of low level features such as roads, vegetation, urban areas etc. The problem was non-trivial and in fact ill-posed since various maps used complex and custom shaded relief patterns e.g. to represent elevation gradients, and the analog-to-digital conversion process introduced additional noise and significant distortions in the color space.  This project experimented with various computational strategies ranging from neural nets to early vision relaxation algorithms to virtual reality augmented clustering techniques in the RGB space. To address the challenges of dealing with such diverse computational techniques as well as to support portability across parallel, distributed and desktop systems, I decided to develop as part of this project a complete high level interactive distributed processing environment called MOVIE [40] and described in the next project. My final color separation solution for the Army was based on human guided RGB cluster segmentation [74] and it outperformed a competitive neural network algorithm from JPL by orders of magnitude. MOVIE system was used to support 3D interactive navigational (i.e. "virtual reality") front-end in the RGB space, linked in real-time with high performance image processing backend and high functionality cluster segmentation middleware [75] [76] 

MOVIE - Multitasking Object-oriented Visual Interactive Environment (1990-1992)

One lesson I learned in my computational science experiments at Caltech described above was that I need a more powerful and systematic high level "in large" programming framework to cope with such large scale application challenges. MOVIE (Multitasking Object Oriented Visual Interactive Environment) system was an effort to build such a system in a bottom-up fashion [69]. I adopted some server design concepts from the  PostScript based Sun NeWS (Network-extensible Window System), I wrote my own interpreter of PostScript and I extended it towards a general purpose Virtual Machine assembler / scripting language called MovieScript. MovieScript offered high level user-friendly platform-neutral API for various GUIs (including NeWS and X/Motif) as well as a set of networking and multithreading objects and operators [70-73]. A similar effort, also inspired by NeWS, and conducted at the same time internally and secretly by Sun itself, developed Java an published it to the world as a new programming platform for the Internet.  However, this happened only in mid’ 95, whereas MOVIE was already operational in '91. Early MOVIE was a multi-server distributed system with each server written in objectified C and similar to Java VM, i.e. acting as a distributed extensible interpreter of a bytecode stream of MovieScript. First MOVIE application for Terrain Image Processing (see previous project) delivered to the Army in 1992 was "assembly" (i.e. MovieScript) coded and  based on a suite of MovieScript computational objects in areas such as matrix algebra, image processing and database management [74-76]. Comparable functionality was provided by Java only in JDK 1.2 released in 1999.

MOVIE based High Performance Fortran Interpreter (1992-1993)

I learned in early MOVIE experiments that MovieScript was very useful for rapid GUI prototyping but not very practical for scientific computing due to its postfix syntax and "write only language" syndrom. In '92, I already had prototyped and started testing a high-level C++-style layer on top of MovieScript that was similar to Java language. However, I had problems at this time with marketing MOVIE to the HPC community where C++ was not the language of choice and where High Performance Fortran (HPF) was promoted instead as a new high level language. Hence I was persuaded to use HPF instead of  C++ as a MOVIE front-end - which resulted in MOVIE based HPF Interpreter (HPFI). Using the HPF=>Fortran77+Message Passing translator developed at NPAC and based on Fortran90=>Fortran77 translator developed by Parasoft, I wrote (based on DARPA funding) a 3-tier MOVIE based HPF interpreter that offered a dynamic interactive parallel programming environment [41].  Our HPFI demo at Supercomputing ’93 [65] [66] included a MOVIE server on the front-end machine in Portland, handling GUI with support for interactive HPF authoring, and connected to a dynamic processing mesh of MOVIE servers, running on a workstation cluster in Syracuse, NY. HPF programs, interactively edited by the user, were parsed and dynamically translated to a MovieScript based intermediate representation on the front-end machine and then shipped over the network to and immediately executed on the remote interpreter mesh.

Virtual Reality for Scientific Computing (1992-1994)

Due to slow industry response, HPF didn't succeed as a programming language for HPC and I was looking in 92-94 for other potential application domains for MOVIE. Chris Gentile who was Syracuse University alumni and creator of PowerGlove introduced me at that time to the new exciting field of Virtual Reality and I decided to explore the use of MOVIE for networked VR or Televirtuality applications.  Using the professional 3D graphics support in the AVS system, linked with MOVIE imaging engine, I developed together with my physics colleagues a few proof-of-the-concept demos that illustrated the use of MOVIE VR for scientific and engineering applications. These included my 3D color space navigator for the ASAS Image Segmentation project, multi-dimensional data analyzers for High Energy Physics and Solid State Physics experiments, and a high fidelity fly-through demo for the planned large scale particle detector for the SSC (Superconducting Super Collider).  Some investors expressed interest in MOVIE VR venture and I put significant effort in building ties in VR community, presenting our work on VR conferences [59-64] and looking for some joint projects. We proposed our approach to the Army, Air Force, DoE/SSC, NSF and VR industry but we received only a small NSF EHR planning grant [42] [68] and a Cable TV consulting contract [67] which were not sufficient to sustain VR activities at Syracuse.

WebTools - Early Web Portal Technology (1994-1995)

Even if neither HPFI nor VR efforts succeeded to provide a viable application focus for MOVIE, I was convinced that an interpreted language based multi-server middleware is the right model for distributed computing and I was searching the net for some emerging high-level programming paradigms that could naturally use MOVIE middleware. During such search, I found in summer ’93 two new interesting technologies: one called World-Wide Web by CERN, Geneva Switzerland, the other one called Mosaic from the National Center for Supercomputing Applications at University of Illinois, Urbana Champaign, IL. I realized immediately that MOVIE happened ahead of its time, missed the boat and that the Web is going to take the world by storm now. By fall ’93, I was already operating a personal Web server (the first one in Syracuse University) and I was exploring the early CGI+Perl based programming capabilities of this exciting new medium. These early experiments were packaged as WebTools [45] which we could call today an early Web Portal technology – a CGI extended Web server with Perl support for online HTML authoring, Web site management, e-mail processing and computation wrappers. In December ’93, a New York Times article by David Marloff introduced Mosaic to the world as the first true killer application for the Internet. This triggered immediate response from industry and it became clear that Web Computing is imminent. At this time, WebTools were already used for teaching Computational Science and Physics courses at Syracuse University [44] [37], presented at the Virtual University symposium by the U-Penn Whatron School of Management [38] and used in our first production Web server developed for Rome Laboratory [43]. WebTools also helped NPAC to break into the new DoD HPC Modernization Program that started secret solicitation of partners in '94-'95 and provided core NPAC funding in '96-'99.

WebWork and FAFNER - Early Web Computing Applications (1994-1995)

In early ’95, we also started collaboration with Marina Chen from Boston University and Jim Cowie from Cooperating Systems, aimed at specifying and coordinating our concepts and efforts towards Web based Computing. We called it WebWork [36] and we viewed it as a natural extension of the Web information model towards the general computation domain. To build a proof-of-the-concept WebWork application, we decided to attack the RSA Factoring Challenge as helpers of Arjen Lenstra at Bellcore, a renowned expert in cryptography who specialized in number theory algorithms for factoring long integers – the essence of breaking RSA security. These algorithms - a mixture of some heavy math, black art, and pragmatic numerology – allow to reduce the underlying supercomputing problem to a large set of independent, small-to-modest size computations that can be carried out in a totally asynchronous mode, by independent individuals, at independent geographical locations. Previous RSA Factoring Challenges were already addressed by Internet teams led by Lenstra and coordinated by email, whereas we constructed the first Web based system of this type called FAFNER and put in action to break RSA 130 Challenge over the fall ’95. Boston University, Collaboratory Systems, and Syracuse University acted as managing sites, the factoring event was advertised on cryptography mailing lists, and so we got enough workers, managers and computing power to successfully break RSA 130 [49] and to receive the Metacomputing Challenge Award for WebWork/FAFNER at Supercomputing ’95 in San Diego.

WebSpace and WebFoil - Early Web Collaboration and Education Tools (1995-1996)

The momentum we gained as early proponents of Web Computing [27-29] [31-35] [56] started to pay off in mid '95 when we were awarded WebSpace [46] - a DoE sponsored project to build Java collaboratory space for Web based advanced scientific computing. A growing number of Syracuse University students wanted to work with me on various aspects of Web technologies and so I established a new R&D group within NPAC called IWT (Interactive Web Technologies) [57]. By summer ’95, soon after Java was published by Sun, we were already demonstrating our first Java demos such as neural network or visual graph authoring applets at the HPDC Conference in Washington, DC [47]. We were also evaluating Java synchronous collaboration systems such as JSDA from JavaSoft or NCSA Habanero that provided some design input for the NPAC Tango system. In Fall ’95, we developed early prototype of WebFoil – an electronic presentation authoring and delivery tool, constructed by extending the HotJava and presented at Supercomputing ’95 in San Diego, CA [48]. In winter ’95, Netscape released JavaScript and it became clear that the commercial Web browsers are moving away from the initial thin and open client concept towards sophisticated, multi-language multi-faceted front-end systems. By combining JavaScript with HTML frames and Java applets, we were able to create already in early ’96 some quite powerful interactive Web interfaces using Netscape.  In particular, we repackaged our HotJava based WebFoil as such multi-language Netscape application, later on extended towards WebWisdom and commercialized by WebWisdom.com. 

WebFlow - Web based Visual Dataflow Componentware Authoring (1996-1997)

The most important Web Computing technology developed as part of the DoE WebSpace project was WebFlow [30] [51] [20-24] - a Java based 3-tier visual dataflow programming environment that represented my first attempt at a complete general purpose Web Computing system. WebFlow front-end (tier-1) was a Java applet that offered interactive graphical tools for composing computational graphs by selecting, dragging and linking graph nodes represented by visual icons. Each such node icon corresponded to a computational module in the back-end (tier 3), instantiated and managed by the WebFlow middleware (tier 2). WebFlow middleware was implemented as a mesh of Java Web Servers, coordinated by a group of management servlets that were hosted by individual servers and included Session Manager (that interacted with users), Module Manager (that provided wrappers for backend modules) and Connection Manager (that was responsible for inter-server communication). WebFlow offered a natural computational extension of the Web information model and was adopted by various distributed computing projects at Syracuse. One of them, led by Salim Hariri and sponsored by Rome Laboratory developed VDCE (Virtual Distributed Computing Environment) [25] [26] that adopted WebFlow middleware model based on a mesh of Java Web Servers. The other one, called Gateway, sponsored by NSF and DoD and led by Tom Haupt at NPAC [20], added CORBA and XML capability for the middleware, linked it with the Globus based HPC backend and applied the system to selected science and engineering applications in various government labs (NCSA, CEWES, ASC).

Televirtuality (TVR) - Web based collaboratory multi-user 3D spaces (1996-1997)

In '96, I started to receive feedback from the former  IWT students who joined software companies and were now coming back with some joint project ideas. One such contact with IBM Watson was initiated by my IWT student Vishal Mehra who extended at IBM his IWT work on Java collaboratory environments and developed a promising system called Shaking Hands that was used by various groups in Watson. This contact resulted in a faculty award I received from IBM and used to start a new activity at SU in the area of Televirtuality, i.e. Web based collaboratory 3D multi-user virtual spaces [8]. Using our previous experience with Java collaboratory systems such as Habanero and JDSA accumulated during the WebSpace project, we developed a proof-of-the-concept Web based networked VR environment [18] that used JSDA based collaboratory server from JavaSoft, linked with the VRML based 3D front-end via the EAI and Java scripting Node interfaces. Our Java+VRML demo was noticed by Sun and bundled with early releases of the JSDA package. JSDA was later renamed JSDT (Java Shared Data Toolkit) and is now part of the Java Media Framework. 

CareWeb - Web based Healthcare Information System for School Nurses (1996-1999)

Based on experience from early experiments with WebSpace, WebFoil, WebFlow and TVR, I was ready in '96 to start building Web based information and computation systems for various communities. Inspired by work of David Warner and David Balch on Distributed Medical Intelligence and the Telemedicine Bridge, we constructed in spring ’96 a Web based collaboratory system CareWeb that offered Web navigable student health record database, integrated with audio/video teleconferencing and shared browser based interactive consultation tools for nurses, nurse practitioners and pediatricians [53]. The CareWeb project, led by Grace Chicadonz, Dean of College of Nursing and aimed at helping school nurses in the Syracuse City School District, attracted an entrepreneurial group of Syracuse University faculty, researchers and administrators. In spring/summer ’96, CareWeb was demonstrated on several conferences and attracted significant interest of the healthcare community. The overall architecture of the early CareWeb prototype included Oracle database backend linked via Web server middleware with Java Script based multi-frame Netscape front-end and public domain VIC/VAT audio/video teleconferencing tools [54]. A follow-on pilot project conducted in ‘97/’98 by Translet, Inc. developed a scaled-down affordable version of CareWeb based on Microsoft Web technologies such as Internet Explorer, Access Database, Active Server Pages and NetMeeting collaboratory tools [55]. This production version of CareWeb was deployed in selected Syracuse schools by spring '99.
LCU - Language Connect University (1966-1967)

Our Web linked database technologies used in the CareWeb prototype attracted also some interest of software industry. Based on a contract from Syracuse Language Systems (SLS), a successful CNY based developer and provider of electronic tools for foreign langauge instruction, I formed a spin-off company Translet, Inc. and I joined the CASE Center incubator in '97. The first Translet project, managed from the SLS side by my previous IWT student Janusz Niemiec, developed the Web/Oracle database backend for Language Connect University (LCU), a content and people management tool for interactive courses, offered by SLS from an Internet based virtual campus. LCU architecture included multimedia client, based on previous generation CD-ROM language instruction technology from SLS, linked via ActiveX plug-in with the Web server operated at SLS that in turn communicated with the Oracle database. Users of such Web distributed language learning environment included: students, language instructors, instruction coordinators, and customer support. LCU functionality included course delivery and management, student record, interactive quizzes and exams, email and auxiliary training materials. LCU was awarded on several multimedia conferences and it helped the company in their transition from CD-ROM multimedia to Internet based language instruction technologies. During the acquisition process of SLS by Cendant Software and later on by Havas Interactive, the LCU capability played an important role in assessing the company value.

FMS - Forces Modeling and Simulation (1997-1999)

In summer '97, I joined the DoD High Performance Computing Modernization Program through NPAC participation in its academic liason program PET (Programming Environments and Training). I took technical lead in PET FMS (Forces Modeling and Simulation) area [19] and I also established close ties with more development oriented  FMS CHSSI (Common High Performance Scalable Software Initiative) corporate program [58]. FMS addresses HPC support for military modeling and simulation (M&S) enterprises such as wargaming, interactive training, planning, analysis, acquisition, testing and evaluation etc. My role in the program is to identify new promising technologies for FMS, develop training and prototype new programming environments. Specific DoD systems and the associated tasks addressed by our FMS effort include Parallel CMS (Comprehensive Minefield Simulator) [4]  i.e. our parallel port of the CMS simulator by Ft. Belvoir, and the development of Web based interactive training for the SPEEDES (Synchronous Parallel Environment  for Emulation and Distributed Event Simulation) system by Metron Corporation. M&S is a large software initiative within DoD that was so far fragmented into many programs and is now integrated via the new interoperability standard platform called HLA (High Level Architecture). As part of the FMS project, IWT developed a set of technologies under the common name WebHLA that implements HLA on top of Web/Commodity standards of Java, CORBA, COM and XML. WebHLA builds on top of a middleware mesh of JWORB servers, cooperating via OWRTI interconnect and managing the HPC M&S modules such as CMS or SPEEDES [1] [16]. Below, I describe JWORB and OWRTI component technologies, followed by the overview of WebHLA itself.

JWORB - Java Web Object Request Broker (1997-1998)

JWORB [6] [9] [10] is a multi-protocol network server written in Java. Currently, JWORB supports HTTP and IIOP protocols, i.e. it can act as a Web server and as a CORBA broker or server. In the early prototyping stage is the support for the DCE RPC protocol which will also provide COM server capabilities. Base architecture of JWORB can be represented as a protocol detector plus a collection of dedicated servers for the individual protocols. Message packets in IIOP, HTTP and DCE RPC protocols all have distinctive anchors or magic numbers that allow for easy and unique identification: IIOP packets always starts with the “GIOP” string, HTTP packages start with one of the protocol methods such as “POST”, “GET” etc., and DCE RPC packets start with a numerical value (protocol version number). After the protocol is detected, the appropriate protocol handler code is dynamically loaded and the request handling thread is spawned for further processing. JWORB is a useful middleware technology for building multi-server multi-vendor distributed object systems and bridges between competing distributed object technologies of CORBA, Java, COM and the Web. For a user or system integrator who wants to support more then one such model in a given environment, JWORB offers a single server single vendor middleware solution. For  server developers, JWORB offers  an attractive economy model in which commonalities between server internals for various protocols can be naturally identified and the corresponding system services can be maximally reused when building the multi-protocol server. For example, CORBA services of JWORB can be naturally reused when building the new Web server extensions e.g. related to XML generation, parsing or filtering. 

OWRTI - Object Web RTI (Run-Time Infrastructure) (1997-1998)

RTI (Run-Time Infrastructure) is a new software bus technology for distributed object management developed recently by the Defense Modeling and Simulation Office as part of their High Level Architecture (HLA) standard that supports DoD-wide interoperability across diverse modeling and simulation frameworks, systems and applications. Object Web RTI (OWRTI) is our implementation of DMSO RTI written in Java as a CORBA Facility on top of the JWORB middleware [7] [13] [17]. OWRTI acts as a software bus that offers management services to a set of federates (participants of a distributed simulation) that form/join and cooperate within a federation (an instance of a distributed simulation application). RTI services include: a) Federation Management that supports federation life cycle; b) Declaration Management that supports publish/subscribe based communication model; c) Object Management that support object life cycle; d)  Ownership Management that manages distributed ownership of  the simulation object attributes; e) Time Management that supports both logical and real-time time management and distributed clock synchronization between federates following various internal time management schemes; f) Data Distribution Management that supports optimized point-to-point and multicast communication via the dynamically formed routing spaces. In OWRTI, each of the management services listed above is implemented as an independent CORBA object. Other CORBA objects in the system include: RTIKernel (core server manager), FederationExecution (a federation instance), RTIAmbassador (client side proxy of the RTI bus), FederateAmbassador (RTI side proxy of a federate). OWRTI was the first Java/CORBA based implementation of RTI - our paper [7] was awarded on a DMSIO/SISO conference and our prototype is to be certified by DMSO for the full HLA compliance as part of the FMS-5 CHSSI project.

WebHLA - Web based High Level Architecture (1998-1999)

WebHLA is an interactive 3-tier programming and training environment based on: a) DMSO HLA architecture and our JWORB based Object Web RTI implementation in the middleware; b) commodity front-ends (such as Web or Windows); and c) customer specific backend technologies (ranging from relational databases to modeling and simulation modules such as SPEEDES or CMS) [1] [2] [3]. DMSO HLA is a new DoD-wide standard for modeling and simulation that will likely have impact also for the enterprise computing via the OMG standardization process. WebHLA combines the HLA/RTI middleware standards with the new Web/commodity standards such as VBA or DirectX for the front-ends or ASP/OLEDB for the database backends. The resulting system can be customized and adapted for a variety of application domains, ranging from classic DoD M&S to Simulation Based Acquisition to resource management for distributed computing to authoring or runtime support for multi-player gaming environments, Web training or  manufacturing etc. C 

urrent early prototype of WebHLA includes the following components: a) MS Office front-ends such as Excel customized via VBA scripting towards suitable authoring tools [6]; b) DirectX based real-time multimedia graphics front-ends for multi-user gaming [12];  c) Object Web RTI based middleware integration [13]; d) Active Server Pages based support for dynamic HTML generation from NT relational databases such as Access or SQL Server [14]; e) XML support for configuration management and universal scripting support [1]; f) WebFlow based visual dataflow authoring tools [11].

WebFlow/UML (Uniform Modeling Language) (1999-2000)

Software engineering, integration and management of multi-tier distributed systems such as WebHLA based Modeling and Simulation environments is a complex task that can be naturally facilitated by suitable visual authoring tools that are themselves part of the infrastructure. IWT is currently planning and prototyping such software engineering and process tools under the codename SBASE for Simulation based Advanced Software Engineering. One early example of such system  was WebFlow, focused on coarse grain module composition via visual dataflow paradigm. This could be contrasted with the new industry standard UML (Uniform Modeling Language) that addresses finer grain aspects of object-oriented software engineering.  WebFlow/UML is the codename of my ongoing pilot project towards SBASE aimed at integrating WebFlow and UML concepts. At present, UML and WebFlow address orthogonal domains of visual software development process. However, since UML is an extensible language, it can be naturally evolved from the current static domain towards the dynamic domain of WebFlow. In technical terms, UML is represented itself as a set of objects, describing the semantics of individual graph elements such as nodes, links, annotations etc. This set of objects and their associations is referred to as UML metamodel. UML extensions can be constructed by suitable specializations of the metamodel classes. UML metamodel is standardized by OMG as a set of CORBA objects, forming the Object Analysis and Design Facility (OA&DF) and the associated Meta Object Facility (MOF) and the XML based Metadata Interchange (XMI) for the Web UML wire/scripting format. WebFlow/UML will implement OA&DF/MOF/XMI as a WebHLA federation that will offer a natural bridge between UML and WebFlow domains and will enable virtual corporations of software developers and agents, capable to collaborate within some common, Web based software engineering process. 

UMMF - Uniform Meta-Modeling Framework (1999-2000)

Uniform Meta-Modeling Framework (UMMF) is a new multi-disciplinary effort at Syracuse University, including faculty from the College of Engineering and Computer Science (ECS) and from the School of Information Studies (IST). The goal of the project, currently proposed to the NSF ITR program, is to facilitate information technology research by integrating complementary, multi-faceted knowledge representation patterns that integrate computer science and social science perspectives on distributed collaboratory environments within a common UMMF environment. The associated software toolset, based on the WebFlow/UML infrastructure discussed above, will offer generic graph authoring capabilities with natural support for distributed collaboratory topologies and interoperability across the emerging suite of meta-information representational standards such as: MOF (Meta-Object Facility) and UML (Uniform Modeling Language) metamodel by the OMG (Object Management Group);  XML (eXtensible Markup Language) and RDF (Resource Description Framework) by the World Wide Web Consortium; and the Open Knowledge Base Connectivity (OKBC) based meta-ontology  and the  associated Knowledge Interchange Format (KIF) language by DARPA and FIPA (Foundation for Intelligent Physical Agents).  Our approach will be applicable to a broad range of domains and problems in information technology research that involve multiple cognitive perspectives by various (human and synthetic) 'actors' participating in virtual enterprises that call for some unifying semantic/metamodel capabilities.  To illustrate it, we will quantify our framework and customize our toolset towards practical product prototypes in a few selected computation, information and knowledge domains, including collaboratory software engineering, agile manufacturing, large scale modeling and simulation, multi-player real-time distance training, crisis (such as cyberwar attack) management environments, and problem solving environments in computational science.

IWT - Interactive Web Technologies 

IWT is an R&D group at Syracuse University, founded and led by me since '94 with the focus on experimenting with and evaluating the evolving leading edge Web/Commodity  technologies such as HTTP, XML, Java, CORBA, COM, UML etc. of relevance for interactive distributed computing. IWT includes a group of graduate students, conducting research and developing prototypes of new computational Web technologies. IWT funding was based so far primarily on the federal support via NPAC projects for which I acted as project leader. I also brought to IWT some small industry support from IBM Watson, and more recently also from my startup Translet. Inc. The four main core technologies discussed above (WebFlow, JWORB, OWRTI, WebHLA) were developed by IWT in the period 1996-1999. WebFlow was developed in 1996-1997 based on grants from DoE (Department of Energy). Other technologies (JWORB, OWRTI, WebHLA) were developed in 1997-1999 based on the DoD High Performance Computing Modernization Office (HPCMO) funds in the area of Forces Modeling and Simulation (FMS). 

Typical IWT members are ECS master students who usually get started with my group and the ongoing projects during one semester voluntary trial period and then, if admitted, they continue as GRAs for the next two or three semesters. During the period '95-'99, I worked this way with some 40 master students and with  4 PhD students. The size of the IWT group fluctuated according to the availability of funds and qualified students, and it was typically in the range of 5 to 10 students per semester. Most IWT students are foreign nationals and they have excellent admission rate to the best U.S. software companies after they graduate. For example, previous IWT students can be now found in IBM, Oracle, Microsoft, Intel, Motorola, Lucent, Verifone, Informix, Hewlett-Packard, General Electric, Fidelity Investments etc. Some of my students also joined local  companies such as Syracuse Language Systems or Bristol-Myers. The work done my students within the IWT projects is often a decisive factor for their admission to the corporations and I am often being contacted by companies to help them with evaluating students'  specific capabilities and skills.

Translet, Inc. 

I founded Translet, Inc. by end of '96 as a NYS for-profit software corporation and I joined the CASE Center incubator in '97. The first Translet contract came from Syracuse Language Systems to develop the Web/Oracle database for the Language Connect University (LCU), discussed above. The second contract was with the Syracuse University College of Nursing to develop Windows NT based production version of the CareWeb system and to deploy it in selected schools in the Syracuse City School District. Contract funds raised by Translet were passed through the CASE Center to the IWT group where I established a natural and conflict-free cooperation between federally funded research and  industry funded development projects.

More recently, while maintaining contacts with the SLS and in the telemedicine domain, Translet proceeds also with licensing some of the IWT technologies such as WebFlow, JWORB, OWRTI and WebHLA with the goal of developing products in areas of modeling and simulation and software engineering process for military and commercial markets. Translet business model in this sector is currently based on federal grants and contracts for small business. These include SBIRs and other planned business projects in the area of DoD Modeling and Simulation. One such project in the commercial sector of the DoD HPC Modernization Program is about to be started with the U.S. Navy Lab SPAWAR in San Diego. In this project Translet will work as a subcontractor to Metron Corporation on testing HLA compliance of OWRTI and on integrating WebHLA with the SPEEDES simulation kernel. The other two proposals with Translet participation as subcontractor to Teknowledge Corporation are pending in DARPA ISO in areas of: a) WebHLA based cyberwar simulation support for Information Assurance and Survivability; and b) Web/XML/Java/CORBA based intelligent agents support for the DARPA Agents Markup Language (DAML) development and integration.
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