Analysis of NPAC Contracts

I can expect to be able to transfer major fractions of several significant contracts. In all cases I am the PI and no other Syracuse faculty are involved. I describe them below.


1) The first of these comes from NSF (Division of CISE run by Chuck Koelbel) and is $116K a year ending on October 31, 2001. One would expect to transfer 100% of this.

2) The second comes from NSF via NCSA as part of the Partnership in Advanced Computational Infrastructure (PACI) Program. It happens to be divided into two separate subcontracts corresponding to “Enabling Technologies” (in High Performance Computing and Collaborative Systems) and to EOT (Education Outreach and Training where I lead Learning Technologies activities). The total of both activities is $285K/year and one expects NCSA itself to be funded by NSF for the foreseeable future (i.e. at least 5 more years). These funds are used 3 ways: Computing technologies ($150K), Collaboration technologies ($60K), Education technologies and curricula ($75K). NCSA (Larry Smarr) likes my “Internetics” concepts and the linkage of information technology with computational science. This contract has nontrivial University matching requirements. One would hope to transfer 100% of this if NCSA agreed we could deliver. Maybe realistic is $225K per year.

3) The next set of contracts corresponds to four that come through the “DoD High Performance Computing Modernization Program”. These correspond to the four major supercomputing centers (so called MSRC or Major Shared Resource Centers) in the program. These centers are ARL (Army Research Laboratory Aberdeen Md.), ASC (Wright Patterson Air Force Base), ERDC (Engineer Research and Development Center at US Army Corps of Engineers Waterways Experimental Station at Vicksburg Miss.) and NAVO (Naval Oceanographic Office at Stennis Space Center, Bay St. Louis, Miss). These are the key DoD advanced computer centers. The work tends to be divided into projects negotiated in units of $50K to $150K per year. The current annual NPAC budget is about $1.6M (divided separately below). Although I am PI of all contracts and clearly and positively regarded as leader, I think that one should only expect to transfer about $700K to $1M per year of this work. The exact level would depend on who came from Syracuse to FSU and further for these contracts, one would I think have the hardest time convincing sponsors that one could deliver. In our favor would be the FSU vision, which fits DoD’s needs very well. In particular, DoD funds my group well because we do both HPCC and information technology whereas most places only can do one of these. Thus your CSIT plans would be attractive to them. Note these contracts fund three major types of work: computing technologies, education and training technologies and curricula development and delivery. These are contracts that fund my work on distance education with historically black and minority universities.
Contractually, these projects terminate in the period March to August in 2001. However the program (called PET) is viewed as successful and it is expected to be continued on an ongoing fashion for at least 5 more years.
These DoD contracts are run through “Integrators”, which are commercial companies although operationally all decisions are made by the government leads at each site. The government lead at CEWES (Louis Turcotte who is very talented in my opinion) has in the past collaborated with Dennis Duke at FSU. The Sites with integrator company and annual level for current year are: ARL(E-Systems, $544K), ASC(Nicholls Corporation, $454K), ERDC(Nicholls Corporation, $500K), NAVO( Northrup-Grumman, $140K). The ASC Contract includes $90K to fund a person at ASC but employed by NPAC. This is very helpful in ensuring our work meets requirements and the individual is very good. (In fact he is a FSU Physics PhD)


4) Next I have a bunch of ending contracts and industry donations (most relevant here is Sun Microsystems as others are mainly local to Syracuse and connected with my local economic development work – this varies dramatically with time). There is also a significant DARPA contract (of $850K per year) where I know key people will not transfer and which will end mid ’00 – follow-on should stay at Syracuse. I also have a State grant of $628K per year, which covers operational expenses in NPAC and, local economic development activities. The Sun Microsystems funding over last year was $100K equipment special discount and student funding of $30K per year.


5) Finally we have new activities. I have due to my personal uncertainties not pursued these so vigorously this year. I believe that there will a growing and easy to transfer activity working on “Computing for Earth Science” with special attention to Earthquake prediction. This is currently a small $15K planning activity (NSF) but is this is likely to be around $150K annual level through NASA and/or NSF by next year. Another very promising area is “education proposals” through Dept. of Ed. Or NSF-EHR where I have some good contacts. I have failed here in past as I could not could not satisfy their deployment requirements. I think that excellent proposals can be made in collaboration with Mabe’s (Lacher’s) group. We could consider preparing a proposal in early ’00. I should also note that I have in the past had major Dept. of Energy grants and I believe I well respected by key people there. I can help you in this area.

So in summary, it is realistic to expect to transfer in each category.

1) $115K

2) $225K

3) $850K

4) $100K

5) $150K

This totals $1440K per year. This is not a hard number but is a reasonable one for planning. Previously I have said $1M to $1.5M per year and so this was a conservative estimate.

Hardware Plans

I estimated a total of $750K and here is how this divides up. I have prepared this using a set of oblique questions to my staff. I cannot get much more detail without letting the cat out of the bag. I believe that major vendors would be Sun, IBM, Compaq, and possibly Hewlett Packard. I have excellent relations with Sun (for one reason see press column at http://www.cnn.com/TECH/computing/9909/01/java.grande.idg/index.html which describes my work with them on developing their Java language for high performance computing). In the past (especially while at Caltech) I have worked with IBM and I know many people there. I know some contacts with those people in Compaq who came there from Compaq’s purchase of DEC. One also needs networking and PC components where I have no special contacts. 

1) Client Side Systems. A mix of PC’s, Workstations and Laptops. Equip with appropriate peripherals to support graphics, audio/video conferencing etc.
Say 20 PC’s; 10 UNIX Workstations; 10 Laptops. $100K


2) Storage Subsystems for multimedia data. Mixture of RAID (400 Gigabytes or GB) and conventional disk subsystems (terabyte). Cost at roughly $1500 per GB RAID, $500 per GB conventional. $110K


3) PC Clusters. 32 Nodes Computing; 12 Nodes Teaching Lab (with Monitors etc.); two 8 node test systems; Miscellaneous Resources. Run a mix of Windows NT and Linux. 32 node system can be used for both “production” and testing new distributed computing concepts. Some machines would be equipped for multimedia processing such as digitization. $100K

4) Networking Subsystem within AITI (Advanced Information Technology Infrastructure) complex. Need to discuss details depending on location on subsystems; technology used (we mainly use ATM at NPAC). Switches; hubs; concentrators etc. $100K


5) Server Side Resources. Multimedia; database; probably several 100 Web Servers (many per machine) supporting research and educational use (students in NPAC classes use NPAC not Syracuse University machines as ours have key special capabilities). One should choose two vendors; one should be Sun Microsystems but the other is open. More than two major vendors adds to systems upkeep cost while a single vendor is risky. These machines would consist of a distributed cluster of 2-8 CPU Shared Memory UNIX and Windows NT Servers. Based on current NPAC set up, I estimate $400K for this component and a total of 12-20 machines. The smaller systems would include machines available for parallel and distributed computing experiments. All would be well networked.


6) Software: This includes special software such as vendor parallel computing environment (Sun MPI), CORBA object brokers, databases etc. $50K

7) Miscellaneous: We need excellent backup capabilities. I hope these are available in Conrad’s organization. Also one will need several black and white printers; color printers; fax machines; copy machines; CDROM duplicator etc. These should be local and I do not know if they exist already. I do not know how this is charged but obviously there would costs in rewiring, remodeling and installation. I estimate $50K

The total is $910K, which is to be compared with original $750K estimate. Item 7) is particularly uncertain. One can probably negotiate good deals on items 1) and 5) and so an out of pocket expense of $750K is probably achievable.

