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This bulletin describes the new IDC Balanced Rating benchmark approach for comparing technical HPC computers.  This new HPC ranking method was develop by the HPC User Forum working closely with San Diego Supercomputer Center (SDSC) and IDC.  The benchmark addresses many of the limitations with using peak and peak-related benchmarks for comparing HPC computers. 

HPC computer users have expressed strong concern about using only peak performance and peak-related benchmarks in comparing computers.  We see peak performance as an ineffective and essentially outdated metric for comparing computers. It fails to account for overall system attributes that contribute to true delivered performance: memory subsystems, bandwidth, latency, system balance, scalability, I/O, etc. A number of performance metrics used in the past do a better job at showing the more complete performance picture, but none are in widespread use today.  

Introduction

This is the second in a series of bulletins on the development of a more meaningful set of computer performance benchmarks for comparing technical computers. The first bulletin (#22644), “Performance Measurement Issues in High-Performance Technical Computers (HPC)”, explored existing benchmarks and discussed their strengths and weaknesses.  The excessive public focus on peak performance has contributed to a tendency for HPC vendors to develop new generations of computers with impressive gains in peak performance while lagging behind in other critical system features.. And has made it difficult for some HPC users to justify purchasing computers that don’t maximize the price-to-peak-performance ratio.

In this bulletin, IDC proposes a new benchmark “the IDC Balanced Rating benchmark” for consideration as an industry standard. In addition, we are looking for feedback from the broader HPC community to refine and improve this approach.  [image: image1.emf]Lower Performance
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IDC plans to publish computer ratings based on this approach (or a modified version of this approach) starting mid-year 2001.

The goal of this benchmark is to create a more meaningful high-level comparison of technical computers as compared to peak performance metrics, in order to show a general rating of how powerful different HPC computers are on a general purpose workload. The new approach looks at the primary performance drivers in computer systems and focuses on 3 corresponding basic areas for the ratings. 

Objectives of this initial effort include:

· Provide initial system comparisons -- The IDC Balanced Rating benchmark aims to be useful for comparing a broad set of computers and architectures against a general purpose workload, but it isn’t meant to replace benchmarking of computers for a specific purchase acquisition. 

· Initially target the processor and memory systems -- The first implementation of the benchmark will focus on computer hardware characteristics and some basic processor benchmarks.  It does not take into account many other important characteristics in the I/O subsystem, in software, in services, in ease-of-use, in ease-of-administration, in vendor viability, etc.
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Provide a starting point for more developing more sophisticated tools. IDC and SDSC are also working closely with HPC users and vendors to develop a more sophisticated, acquisition-oriented benchmark tool that will allow HPC users to create a custom rating of HPC computers based on the specific application profile of their site.

Computer Performance Attributes 

There are many attributes that contribute to the performance of a computer. For different HPC users the importance of these  attributes vary based on the algorithmic structure of the problems being solved, the size and mix of the workloads generated by multiple users, and the urgency of solving key problems.

The IDC Balanced Rating benchmark focuses on three broad performance areas: 

1. Processor performance 

2. Memory system capability  
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Processor Performance

The speed at which the processors could generate results if they were kept fully occupied with work. Peak processor performance measurements take into consideration the processor’s clock rate, the number of instructions or other work that can be accomplished in each clock cycle, and the number of processors in the system. For the IDC Balanced Rating SPECfp_rate2000 and Linpack Rmax are used in the rating.

Memory System Capability

Actual performance is also dependent on how much data can be moved into and out of the processors in a given time period.  Key attributes include: cache size, bandwidth and latency; local memory size, bandwidth and latency; and main memory size, bandwidth and latency.  For the IDC Balanced Rating four memory attributes are used in the rating: cache size; main memory size; best case memory bandwidth to a processor; and worse case memory bandwidth to one processor. In the future latency and other metrics may be integrated into the benchmark based on the availability of consistent data on HPC computers.
Scaling Capability

Different HPC computers are designed for different uses and different markets. Systems that scale to larger sizes often require additional hardware and software to provide useful performance. These extra components increase both delivered or available performance and price but do not effect peak performance rating. 

Current strategies for building HPC computer to solve large (i.e. capability) problems are based on scalable architectures. These architectures, combine multiple processing nodes with their associated memory systems into single systems through a specialized interconnect network or fabric. The overall performance of the system is thus a function of the speed of the nodes and the operations of the interconnect. Factors effecting performance include: number of nodes that can be configured; node size (processors and memory per node); total number of processors; total memory size; bandwidth between nodes (and access rates to remote memory); and latency over the interconnect fabric. Larger nodes are more expensive to build, but are generally easier to use, place less stress on the interconnect, and often provide higher performance on a broader set of problems. 

For the IDC Balanced rating two scaling parameters are used: a) latency of a ping-pong of a 0 length message; and b) bisection bandwidth. For larger computer configurations only actual installed configurations are used in the benchmark tables. 
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IDC Balanced Rating Benchmark

The IDC Balanced Rating Benchmark includes four separate rating lists: an overall rating list; and one each for processors; memory; and scaling.  [image: image5.wmf]Vendor
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These separate ratings are each normalized from 0 to 100, with 100 = the best-in-class performance. 

Users can opt to use one or more of these tables, based on the nature of their individual needs: 

· If they are able to make use of any type of architecture and only need to maximize the processor performance (e.g., if they have highly parallel problems), then the processor performance rating table may work well alone. 

· If they have problems that are also memory intensive, then the memory performance ratings table should also be considered.  

· If they have very large problems that need to scale to large processor counts and/or large memory sizes, then the scaling table should also be looked at.  
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For general technical computer usage across a broad mix of applications, the overall ratings table should be most the useful.
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Computers Listed In The Tables

The benchmark tables list the different types of HPC computers currently available in the market or computers that are still in active use by customers.  For each computer configuration only one table row entry is included.  Only configurations that are actually manufactured are included in the tables, e.g. for highly scalable systems only the configurations that are installed at a customer site or permanently installed at the vendor’s site are included. 

In each of the four rating tables the computers are separated into two major categories:

1. Individual or single HPC technical computers

2. Clusters of multiple HPC technical computers 

IDC plans to publish analysis of the tables based on four competitive market segments:

1. Technical Capability Computers (TCAB): This segment is comprised of systems configured and purchased to solve the largest most demanding problems. 

2. Technical Enterprise Computers (TENT): Capacity systems sold for $1 million or more. 

3. Technical Divisional Computers (TDIV): Capacity systems sold from $250,000 to $999,000. 

4. Technical Departmental Computers (TDEP): Capacity systems sold for less than $250,000. 

How Ratings Are Calculated

First a complete “Raw Data” table is created that shows each computer configuration along with its performance attributes and characteristics. 
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Raw Data Table – Example

Data Definitions:
· Processor (CPU) peak = The theoretical peak performance of an individual processor or CPU.  

· Total peak GFLOPS = the individual processor peak GFLOPS times the number of processors in the specific configuration. 

· One computer (with a single system image), or multiple computers (multiple system images) = This column separates single individual computers from systems that consist of multiple separate computers.  The categories include: 

· 1-SMP = Computers that are a single SMP, or close to a single SMP with one shared main memory (e.g. SMP servers, NEC SX-5, a single node IBM SP, Sun E10,000)

· 1-NUMA = Single computers that have a single main memory with non-uniform access (e.g. Origin 3000)

· 1-DM = Single computers with distributed memory or computers built with multiple SMP nodes that are highly integrated into a single computer via both hardware and software (e.g. most MPPs, Cray T3E, and large IBM SPs)

· M-C = Multiple computers and clusters

· M-I = Internet computers that use a diverse set of separate remote computers

· Linpack Rmax = The reported LINPACK Rmax benchmark results, e.g. as shown at:  http://www.top500.org/lists/linpack.html 

· Processor SPECfp = The reported SPECfp_rate2000 benchmark results, e.g. as shown at: http://www.specbench.org/osg/cpu2000/press/faq.html 

· Cache size = The size of the largest cache in GBs.  Largest means if there is a L1, L2 and a L3 cache, then we use the L3 size. If there are different size caches on different processors in the computer, then a weighted average should be calculated for the specific configuration in the table.

· Total main memory size = The total size of main memory in the computer. For a single node SMP computer local memory size equals the total main memory size.  For distributed memory machines and clusters main memory size is the aggregate of all user space memory.

· Best case memory bandwidth to a processor = The bandwidth to one processor from any part of the main memory in GB/s. 

· Worse case memory bandwidth to a processor = The bandwidth to one processor from the most remote portion of main memory in GB/s.  

· Ping-pong latency = Latency of a single ping-pong of a 0 length message, between the most distant points in the computer system.

· Bisection bandwidth = The amount of memory bandwidth available to move half of the data from one half of the computer to the other half. 

· Notes:  

· In all bandwidth calculations the raw data should be the amount of data that can actually moved between processor(s) and memory.  If the processors can take or deliver more than the memory system can handle, then the number used is the lower of the two.

· If a raw data value is not available for a particular model or configuration, the IDC rating takes an average of the other available values and then reduces the score by 10%.  A 10% penalty is used based on the assumption that there is a performance or availability reason why the data value is not available.

Raw Data Is Normalized To Form Ratings

Each of the performance attribute columns are normalized using a scale from 0 to 100.  The best value for each column is set to 100, and then the other values are scaled relative to the highest value using:


Normalized Score = 100 x (raw score / max) 

For example, if the highest processor peak performance is 10 GFLOPS it gets a rating of 100, then a 2 GFLOPS processor would have a normalized rating of 20.0 (20.0 = 100 x 2 / 10).
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Normalized Data Table – Example

Subcategory Ranking Tables

Then three subcategory ranking tables are created by applying weights to each value, and then normalizing the total result to 100.  

Note: We are looking for feedback from the HPC community to determine the appropriate weight values.  Send your comments, ideas and suggestions to: hpc@idc.com 

Performance rating weights = 

· + 50% Linpack Rmax 

· + 50% Processor SEPCfp

Memory rating weights = 

· + 25% cache size  

· + 25% main memory size

· + 25% best case bandwidth to a processor 

· + 25% worse case bandwidth to a processor 


Scaling rating weights =

· + 50% Latency of a ping-pong 

· + 50% Bisection bandwidth 

The Overall IDC Balanced Rating Table

Then the 3 subcategories are combined to form the overall IDC Balanced rating.  Again we are looking for feedback from the HPC community to decide the appropriate weight values.  The example weights used in this bulletin gives each attribute equal weighting.

· Overall IDC Balanced Rating =

· + 33.3% processor performance 

· + 33.3% memory capability  

· + 33.3% scaling capability 

IDC Balanced Rating – Example


Trends Over Time

To display the rate of improvement in HPC computers a radar chart will be maintained with circles that represent the best-in-class scores for each attribute at a given point in time, e.g.:


Cautions

The approach used is based on machine characteristics and simple performance benchmarks, and not on complete application benchmarks, many other factors affect the actual performance capability of the computer for an individual user.  

The IDC Balanced Rating benchmark aims to be useful for comparing a broad set of computers and architectures against a general purpose technical workload, but it isn’t meant to replace benchmarking of computers for a specific purchase acquisition. This approach takes a broader view of the computer system as compared to peak and peak-related benchmarks, so it should provide a more comprehensive comparison of technical computers.

In Summary

IDC is working closely with HPC users and vendors in developing a new approach for evaluating HPC computers.  The desired goal is to create a set of metrics that better depicts performance and price/performance by using actual market or street prices and a more relevant performance metric. The current standard way of calculating price/performance uses list price and theoretical peak performance. Unfortunately list price as a ratio of peak performance has become almost meaningless, as shown by a range of over 8 fold in the metric for technical computers. A metric that has a range of 8 fold, with highly competitive products spanning the entire range, provides almost no value in comparing computers.

In spite of this, peak performance is very visible and is used in many situations including computer evaluations, budget allocations, site planning, etc. and can result in very sub-optimal solutions. Often users are forced to justify in detail their purchase decision because they didn’t purchase the most peak GFLOPS for their budget. 

Multiple ranking tables will be provided to allow HPC users to more closely match their unique computing needs. Some programs or problems are inherently very parallel and can take advantage of lower cost, highly parallel computers and clusters of low cost computers.  At the other extreme are problems or programs that are very sequential or serial in nature.  These problems have great difficulty running on more than a single processor and do best on large processors with expensive memory subsystems.

Future Plans

IDC plans to start publishing the new balanced ratings tables in future bulletins and at the web site:  www.idc.com/hpc
Over time the separate rating methods will be enhanced and will evolve as new ways to make comparisons are incorporated. One critical attribute of performance and price/performance is time and IDC is investigating ways to incorporate time into the comparisons. Additional performance rating tables may also be added to reflect other important attributes of high performance computers (I/O, software, etc.). 

As a separate activity, IDC is working with SDSC, HPC users and vendors to develop a comprehensive performance evaluation tool that will allow individual HPC users to create a custom rankings of computers based on their individual mix of applications and workload profiles.  SDSC is taking the lead in collecting applications and useful benchmark codes, analyzing their usefulness and creating the user benchmark tool. 

The goal of this benchmark is to create a more meaningful comparison of technical computers as compared to peak performance metrics 
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