April 26, 2001

Ms. Charlotte Coleman

Aeronautical Systems Center

Major Shared Resource Center



By Electronic Mail

2435 Fifth Street

WPAFB, OH  45433

Mr. Tommy G. Thomas

Contracting Officer

General Services Administration

Federal Technology Services




By Electronic Mail

Information Technology Acquisition Center

GSA-FTS-ITAC-DSDC

401 W. Peachtree St., Suite 2700

Atlanta, GA  30308


Re:
Solicitation 4TS-TT-01-0001and Related Letter of April 19, 2001

Dear Ms. Coleman and Mr. Thomas:

This letter constitutes the response of Network Computing Services, Inc. (“NCSI”) to the invitation to engage in written discussions regarding the above-referenced solicitation presented in the above-referenced letter.

NCSI is pleased to clarify that it has proposed a system for deployment across multiple HPCMP sites, and to more fully describe the technical approach and management plan for this deployment, as well as its proposal for training and interaction with HPCMP personnel.

First, we wish to clarify that the reference on page 44 of the NCSI proposal noted in your letter of the 19th refers only to the physical location of the Information Environment (IE) server portion of the proposed system.  While NCSI has suggested the AHPCRC site, other locations selected by the Government can be substituted at its election; NCSI would perform warranty work requiring access to that location as long as travel and associated costs are separately reimbursed to it by the Government.  


As noted in our letter of April 20, NCSI has selected a single server configuration for the system.  As contemplated in the Answer to Question 17 of the Questions and Answers circulated by the government with respect to the Solicitation, NCSI has addressed the reasons why it selected this configuration due the reasons discussed in Section 1.3 of its proposal, and provides additional discussion on that topic below.

With respect to the plans for deployment of this system, the NCSI proposal is modified to include the following supplemental discussion: 

I.  Multiple Site Deployment

A.  Technical Approach

The NCSI proposal describes a system that provides:

· Authorized user web-based access to IE data from any location; 

· Authorized SRC web-based access to IE data from the SRC; 

· Authorized HPCMP web-based access to the IE from any location; 

· Software installed at the SRCs to transfer data to the IE server; 

· Data transfer to the SRCs from the IE server.  

As a clarification to Section 1.3, the IE database sub-system (IEDBS) is proposed to be supported on a single server.  That single server receives and makes available IE information to the HPCMP SRCs and users.  As stated above, while NCSI has suggested the AHPCRC site, other locations selected by the government can be substituted at its election; NCSI would perform warranty work requiring access to that location as long as travel and associated costs are separately reimbursed to it by the government.

Section 1.3 provides a rationale for a centralized IEDBS.  Additional information supporting this design follows.  

The HPCMP SRCs are not uniform.  Each site has a different mix of equipment, operating systems and accounting systems.  A variety of database management systems (DBMS) engines are used at the SRCs, including Oracle, Access, SQL Server.  Some sites do not have any DBMS engines installed.  Deploying a distributed database across multiple sites would require the designers to either interface to multiple DBMS engines and flat files or else deploy copies of the DBMS engine at multiple SRCs.  

The first situation would require significant time and technical effort to gather the data describing the required interfaces and significant technical effort to develop each of the interfaces.  In addition, the software maintenance cost over the life cycle of the IE would be prohibitive.  

The second approach, the deployment of multiple copies of the DBMS engine, would also be costly.  For example, the cost of an Oracle license is typically in the $100,000 to $200,000 range per copy.  Annual maintenance costs of multiple licenses is also significant.  The distributed database approach also adds substantially to personnel costs and makes problem resolution significantly more difficult.

The NCSI proposed design reduces third party software costs, i.e., just one copy of the DBMS software needs to be acquired.  It reduces software maintenance costs and personnel support costs as there is just one copy of the DBMS to support.  

The NCSI proposed design minimizes the interface requirements to local SRC database and accounting systems.  We believe this approach is critical to insure high reliability and availability, i.e., if a SRC changes operating systems, or hardware, or its applications, it has no effect on the overall IE.  This centralized design permits each site to continue local site practices while providing the functionality of a global IE from a centralized database.  It helps to ensure that the IE schedule is met and makes the overall implementation more robust.

B.  Management Plan

1. Deployment Testing is addressed in Section 5.5 (page 42).   In addition to the information presented in Section 5.5, it is important to note that NCSI has proposed a carefully staged phased approach to deployment and testing.  As shown in the schedule in Table 2, the IE will be deployed at one site at a time.  SRCs are brought on line one or more weeks apart. This approach allows NCSI to quickly isolate and fix problems, should they occur, on a site-by-site basis.  It allows the deployment team to concentrate on each site individually.  The lessons learned from each site will be propagated into the deployment at subsequent sites. 

The proposed IE design provides a facility for users and SRC staff to submit online problem reports.  Those reports will be reviewed by NCSI and sent to the HPCMP COR for review.  The proposal provides for post-deployment reviews so that lessons learned can be incorporated into the next deployment phase.

2. On page 40, Table 2 of the NCSI Proposal provides a deployment schedule for Prototype, Beta and Full release deployment across multiple sites (for clarity, we should have labeled the second set of SRCs involved in the Full release deployment as SRC6 through SRC10).  Deployment Schedule Risk Analysis is addressed in Section 5.6 (pages 42-43).  In that section, we discuss risks that could affect deployment at any or all sites.  The table below is Table 2 from the NCSI proposal, modified to include the HPCMP review schedule from both the implementation and the deployment schedules.  The additional tasks are identified in red and in italics.

Table 2  Deployment Schedule

Days after Contract Award

Prototype-


Security Design Review by HPCMP


30


Technical Design Review by HPCMP

30
3 tools partial functionality 



45

2 tools full and 2 tools partial functionality

90

Prototype Review with HPCMP at contractor site
90




XML DTD Review by HPCMP 


90
Distribution of XML DTD



105

Beta Deployment

Availability of GFE




120

At AHPCRC





130

SRC 1






154

SRC 2






161

SRC 3






168

SRC 4 and SRC 5




175

Beta Review with HPCMP at contractor site

180

Full release
Phased to five Beta SRCs



250-300

Full release Review with HPCMP at contractor site
300


Install/Integration

Install/Integration. SRC 1   (SRC6)


330

Install/Integration. SRC 2   (SRC 7)


337

Install/Integration. SRC 3   (SRC8) 


345

Install/Integration. SRC 4   (SRC9)


352

Install/Integration. SRC 5   (SRC10) 


359

Complete Installation/Integration



365




Final Review with HPCMP at contractor site
365

Deployment Control and Tracking is addressed in Section 5.7 (pages 44-45).  In addition to the material provided in the proposal, The NCSI project manager will brief the HPCMP COR on deployment status at the regular scheduled design review meetings.  In addition, the NCSI project manager will immediately inform the HPCMP COR of any significant variances in the deployment plan or schedule.
II.  Training

Training for the HPCMP and sites is addressed in Section 5.4 (page 41-42).  NCSI would like to augment the material in the proposal with the following information.

The NCSI design approach is to provide a system that minimizes the training needs of users and of system administrators.

The NCSI proposed IE does not require the installation of any software at the users’ desktop computer other than standard browsers.  Users quickly learn, by themselves, how to use a web-based airline reservation.  The NCSI proposed system is, we believe, easier to use.  The IE uses standard HPCMP terminology, standard HPCMP form layout, pop-ups and provides documentation.  In addition, the IE presents to the user only the screen formats and data they are allowed access to.  This provides the user with a clean, uncomplicated environment.  This is important as the HPCMP user community is diverse, geographically dispersed, and changing.  A design that requires extensive user training is a bad design for the HPCMP IE.  NCSI believes its design minimizes the need for user training and is therefore a good design the HPCMP IE.

The centralized server design (as opposed to a distributed database design) also minimizes training requirements.  SRCs merely need instruction on how to install the scripts to transfer and receive information from the centralized server.  This training will be accomplished at the Contractor site as described in Section 5.4 of the proposal. 

If it is determined that the IE server is to be located at a site other than the AHPCRC, NCSI will provide up to 2 weeks of training to the designated SRC personnel at the NCSI site.  This training will focus on detailing the overall design of the IE including the design the database, documentation review and systems administration.  It specifically excludes training in the use of third party software such as Oracle.

III. Contractor/ HPCMP Personnel Interaction

Our proposal provides for a reasonable number of structured design reviews (see page 38 of the proposal) between the HPCMP and NetworkCS to allow the Government an opportunity to provide input to insure that there is a complete and full understanding of the Government’s requirements and the product that we are delivering.  These design reviews will be as follows:

· Security design.  Within 30 days after the initiation of contract work, NetworkCS will provide to the Government a security design document.  We expect that the HPCMP will conduct a security design review at the Contractor site.  As the HPCMP has already conducted security reviews of the Teraweb security module that will be used in the IE, we expect that this review will be completed expeditiously.

· System design.  Within 30 days after the initiation of contract work, NetworkCS will provide to the Government a technical design document.  We expect that the HPCMP will conduct a technical design review at the Contractor site.  

· XML specifications.  Within 90 days after the initiation of contract work, NetworkCS will provide to the Government XML specifications for the IE.  Again, we expect to have a meeting with the appropriate HPCMP personnel to review the XML specifications at the Contractor site.

· Review of the Prototype system.  We have proposed that within 90 days after initiation of contract work, we will hold design reviews with the Government and demonstrate to the Government at the Contractor facility the Prototype system.  This will provide the Government the opportunity to review the design and implementation of the system and provide the Contractor the opportunity to get clarification of the requirements stated in the request and how to implement and deploy the system to best meet the needs of the Government.

· Review of the Beta system.  We have proposed that within 180 days after initiation of contract work, we will hold a review with the Government of the deployment of the beta system.  This will provide the Government the opportunity to review the implementation and deployment of the system and resolve any issues related to the beta deployment.

· Review of the Full Release.  We have proposed that within 300 days after initiation of contract work, we will hold a review with the Government of the deployment of the full release of the IE system.  This will provide the Government the opportunity to review the deployment of the full system at the Beta SRCs and resolve any issues related to the full system deployment.

The NetworkCS Project Manager for the IE will be available for frequent communications with the Government’s COR.  In order to maintain the delivery schedule NetworkCS will provide the design documents and project reviews on a scheduled basis and the Government will provide comment on design specifications within 3 business days of their submission or design review meetings.

IV.  Proposal Changes 

A.  We propose the following change to Section 5.6.5 on page 44 of the NCSI proposal:

Original:  Location of IE Server

5.6.5 Contractor has proposed the use of existing GFE equipment located at the AHPCRC SRC for the IE server.  Pricing for the deployment, installation and support of the beta, full, and final releases assumes that the HPCMP concurs in the selection of the AHPCRC SRC to host the IE server.  Location of the IE server at a different site will have an impact on price.

Change to:

5.6.5 Contractor has proposed the use of existing GFE equipment located at the AHPCRC SRC for the IE server (Oracle license to be provided by HPCMP).  NetworkCS will, at the request of the HPCMO, re-install and test out the system for final delivery on GFE and software at an alternative site.  The Government is to provide invitational travel orders to cover the travel costs associated with installation at an alternative site and for any travel necessary to support the IE server during the warranty period. 

B.  We propose the following addition to Section 5.0 on page 39 of the NCSI proposal:

Add:

One of the responsibilities of the NCSI project manager is to work with the HPCMP to insure that the efficient and effective deployment of the IE and to coordinate deployment activities at the SRCs.  The project manager will be available to help resolve any questions arising from deployment at the SRCs.  This process will be available with beta release, with the full release, and again with the deployment at the additional five SRCs.
* * * 

Best and Final Offer

In response to the Government's request for a Best and Final Offer, NCSI is pleased to offer, as an option to the Government, and in addition to the submitted proposal of NCSI as supplemented and amended in this letter, a license, at a significantly discounted fixed price of $65,000, for the DoD HPCMP to use NCSI's Teraweb product at HPCMP SRCs for Department of Defense use.  Under this option NCSI will also provide two 2-day training classes its Minneapolis facility for system administrators on the installation and support of Teraweb.

Teraweb was developed by NCSI at its private expense to provide a web-based interface to users of HPC resources.  We believe that Teraweb complements the proposed HPCMP Information Environment (IE).  Specifications for the HPCMP IE requests a system that provides users and administrators with queuing information, resource availability and allocations, and system accounting information.  Teraweb provides a framework that allows HPC users the ability to use web-based tools for job submission, for receiving job output, for viewing system documentation, and for accessing file systems.  Additional information on Teraweb is appended.

NCSI will license Teraweb to the HPCMP for use at DoD HPCMP shared resources for DoD use on an "as is" basis, exclusive of any warranty, on commercial license terms.

* * * 

NCSI appreciates the opportunity to engage in these written discussions and to present this best and final proposal revision.

Very truly yours,

Craig D. Norman

President

cc:
Paul C. Muzio
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