Department of Defense 

High Performance Computing Modernization Program

 (DOD HPCMP)

Information Environment  (IE)
Statement of Objectives

Purpose:

This document is a solicitation for proposals to implement a secure, web based Information Environment (IE) for the Department of Defense High Performance Computing Modernization Program (DOD HPCMP). http://www.hpcmo.hpc.mil/
Goals:

The goal of IE is to provide the HPCMP community, seamless access to distributed relational data, improve information sharing/gathering among HPCMP associated sites, standardize data exchange/ reporting, and integrate operational data into a common information architecture.

Deliverables:

1. Project Plan - Describe general system architecture, general implementation approach, schedule, labor cost break down, and optional sustainment packages. The project plan must be included with submitted proposal on or before September 30, 2000.

2. Technical Plan - Describe a well-defined scalable system architecture and implementation approach. The technical plan must be delivered one month after contract award to be approved by the IE technical team.

3. Initial Prototype(s) of the IE system, made available for review 3 months after contract award, with at least two of the four tools available for demonstration, which meets description and requirements specified in this document. The initial prototype(s) can use existing tools where applicable

4. Beta Release of the IE system, installed at a minimum of five HPCMP sites within six months of contract award, which meets description and requirements specified in this document.

5. Full Release of the IE system, installed at the same five beta sites within ten months of contract award, which meets description and requirements specified in this document.

6. Complete and Accurate Documentation - System and User Manuals, including but not limited to, data and file relationships and data flows delivered ten month after contract award.

7. The contractor must demonstrate the scalability and generality of the IE system by installing and integrating the full release IE system at a minimum of five additional HPCMP sites, selected by the HPCMO within twelve months of contract award.

Tool Descriptions:

Overall tool integration requires a system and data architecture consistent with existing local sites databases and IE requirements.  The contractor must gather data requirements and define XML standards for the Information Environment Database (IEDB). The contractor must interface with HPCMP management in reviews of technical approaches and in establishing standard data definitions. A technical review team will review technical approaches. The IE technical review team will include a HPCMP Programming Environment and Training representatives who will be independent of tool implementation. The contractor must establish mechanisms for the IEDB to link to local sites databases to access and update data. The IE system must provide appropriate filters to do simple checks on data validity.  The IE system must provide a common User Interface to the four tools described below. 

1. Allocation/Utilization Reporting

a) Provide HPCMP community with web access to utilization and allocation information, relative to individual usage, project usage, system usage, and site usage. 

b) Provide individual and project allocation and utilization data for one fiscal year and summarized by year to date, month-to-date, and by month. 

c) Provide summaries of individual and project allocation and utilization data from the previous fiscal years.  

d) Allow read only, authenticated/authorized access, with ability to download to spreadsheet applications.

2. Queue/Process Status

a) Allow HPCMP community, via the web, to view the status of jobs, submitted to any high performance computer queue system within the program.  The information provided would be equivalent to the information provided when a queue status function is performed directly on the systems.

b) Provide consolidated view of queue status information relative to site and/or system.

3. Allocation Matchmaker/Exchange

a) Allow a Service/Agency Approval Authority (S/AAA), via the web, to move allocation hours amongst their own projects or swap hours with another S/AAA within a system, of the same service or between services. http://www.hpcmo.hpc.mil/Htdocs/SAAA/ 

b) Allow an S/AAA to advertise allocations that are available to swap, search posted allocations, and provide mechanism to notify and initiate the exchange of allocations.

c) Maintain a history of all allocation exchanges.

4.    User Project/Account Application Fill-in

a) Provide HPCMP community a web interface that allows an individual to update their own contact and project information, including sections 1& 2 of the HPCMP account application form. (http://www.hpcmo.mil/application.html)  

b) Allow (once populated) individuals to enter only changed information, and eliminate site service centers from re-entering/copying data. 

c) Provide S/AAA a web based capability to generate required paperwork for opening accounts, managing/ tracking and processing allocation requests relative to S/AAA involvement/duties.

Definitions and Background 

The HPCMP is funding the development of a production Information Environment for all HPCMP systems.  The desired IE common data structure will consist of a limited subset of currently maintained local allocation, utilization, project, and queue/job status information, that is drawn from the individual sites. The role of the common data structure is to provide program-wide access to resource data.  

· Key/Critical Data

· “Allocations” and “Utilization”, are key components to the operation of the HPCMP Major Shared Resource Centers (MSRC), and Distributed Centers (DC). Users of the high performance computers (HPCs) are allotted CPU hours, referred to as “allocations”.   All “allocations” are associated with a unique Project and a HPC platform type.  Utilization is the usage (in hours) of the allotted allocations on a specific HPC system, on behalf of a specific Project.  Utilization data is collected on each HPC as jobs are processed.  The utilization data is stored on a daily and monthly basis. Utilization hours are charged against a user’s allocation for their specified project(s).  After the allocated hours are exhausted, the user will no longer be able to submit jobs (except to background queue) for that project on the assigned system unless more allocation is granted. To support a production Information Environment, user contact, project, allocation, and utilization information must be shared between HPCMP sites to preserve the accounting process. 

· The status of queues across the HPCMP system space is very useful and relevant information to users when submitting and running jobs. Users utilize dynamic queue information and system status to facilitate efficient and effective use of the HPC resources.   Currently, platform specific commands need to be issued separately on each machine in order to retrieve a global machine characteristic view of HPC queues. 

· Concept of Operation 

A common database containing user contact, project, allocation, utilization, and queue status information will be needed in order to support a production Information Environment.  (For clarity, this database will be referred to as the Information Environment Database, IEDB.) The IEDB will be accessible in parts by all kerberized users, enabling authorized users to read or write specific information. Due to the criticality of this information to the operation of a site, the IEDB will operate as a highly available resource.  IE data will be available 7 days a week, 24 hours a day, except for scheduled maintenance periods. Full backups of IE data will be performed once a week and incremental backups will be performed daily.
[image: image1.wmf]Standard

PreInput

 Data

Allocation/Utilization

User/Project

Push (FTP)

Queue/  Job Status

Standard Current

Input Data

Standard Post

Output Data

Post Output

Data

High Performance

Computers

Pre Input

Data

Allocation/Utilization

User/Project

Pull (FTP)

Pull (SQL)

Pull

Push (SQL)

Common Data Architecture

Loader

Kerberized

 

Webserver

Local

Data

Remote

Data

Current

Process

New

Process

Push


                         Figure 1. Data Flow Concept of Operation

As shown in Figure 1, the common data architecture is a repository for user contact, allocations, utilization, and queue status data and is the mechanism by which each site will obtain the information necessary to support IE.  A site has an established process of managing local information. As Figure 1 depicts, each site will need to generate standard data repositories, which conceptually represents the information management mechanism by which each site sends and receives IE information between participating remote sites. 

· Concept of Operation (continued)
The IEDB represents a distributed database built from existing databases with the addition of dynamic data from the HPC resources and additional data associated with tools 3 and 4. The IEDB will be a single uniform system built on top of an existing heterogeneous set of repositories. The IEDB provides access only to some data and update capabilities to other data.  Figure 2 suggests an architecture where the IEDB is a standard achievable commercial database capable of storing a few gigabytes of data each year. 
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Figure 2: IEDB Architecture

Figure 2 IEDB would interface using XML defined data definitions with existing and possibly new local data repositories at each site. The contractor would be responsible for producing the XML specification in consultation with HPCMP management. The contractor would define basic mechanisms using industry standards for the IEDB to interface with either XML flat files or with conventional databases including Oracle and MS Access. The HPCMP sites would be responsible for any local idiosyncrasies in interfacing with the IEDB.  The HPCMP sites would be responsible for the validity of the data values and any local repository changes needed for conformity with the IEDB standard. The contractor will provide simple filters to check data validity and identify data types where changes are needed. The four IE tools/services depicted in figure 2 can be implemented uniformly or independently. Any implementation must support distributed users and backend data and scale to support the data and users of the entire HPCMP community. A rough order of magnitude estimate of HPCMP data requirements for IE is 5Gbyte. As figure 1 depicts, IE requires a common user interface and a logically common backend seen by the local databases. 

· Global Data 

· All data should have one site of origin which is its identified "home".   "Home" is where the data will be maintained. The IEDB data can be divided into three categories. The three categories are inter-linked such that information from category 1 needs to be used in category 2 and 3 and visa-versa. The contractor is responsible for deciding on the data architecture and the home for each data item.

1. Existing information to which IEDB will provide convenient access - Tool 1

2. Computer Status Information accessed every few minutes from each sites individual computer queuing systems, which needs to be provided dynamically but for which some persistent storage could be useful for historical tracking - Tool 2

3. New and existing information to which the IEDB will provide access and update capability - Tools 3 and 4

· The population of the local standard data repositories will be the responsibility of the site where the user is homed. Once the user account information is loaded into the IEDB, other sites will then populate the IEDB with any additional information available and/or required for that user (e.g. such as login name, if different). The IEDB must be updated and provide data once daily to and from the local sites. Utilization data must be provided in hours, by user, by project, and by system. User information will be updated by data uploaded from the local sites. If the allocation for a user and/or project changes, that information will be downloaded once daily to the associated sites. Once this occurs, the new allocation information should be processed, and respectively folded back into the local site’s data, and made available to IE by the next business day. The IEDB will retain information for one Fiscal Year and then be archived.

· HPCMP sites will be allowed to interface with the IEDB in two ways: 1.)Predefined flat files or 2.) A database connection.  For option one, the local input data must be readable by the IEDB, and the respective sites would be responsible for constructing the flat file with the appropriate information.  A predefined flat file format will also be locally provided, which must be writeable by the IEDB.  The site would be responsible for retrieving and processing this file for use by their site.  For option two, assuming the site has an operational database, the site can populate and retrieve user, allocation, and utilization information from the IEDB via a database link. The site would be responsible for developing the processing necessary to create the interface as well as maintain this interface for their site. This interface would be coordinated with the IEDB administrators.  Specialized processing requirements will be the responsibility of the local site. In these cases, the IEDB administrators would coordinate with local sites to ensure appropriate access controls are implemented.
· Local and Common Data 

· Project Information

1) Principal Investigator Name and associated information (see “Person” information below); 2) Project Number; 3) Sub-project Number; 4) Resources with valid allocations; 5) CTA; 6) S/AAA (see "Person” information below); 7) Requirements; 8) Co-Investigators working on project (see "Person" information below); 9) Special software requested; 10) Requirements data 

· Person Information 

1) User Name; 2) User Title; 3) Citizenship; 4) Alien registration number/expiration date if not US citizen;  5)Organization; 6) Organization hierarchy indicator; 7) Mailing address (five lines maximum); 8) Phone; 9)Fax; 10) Email; 11) Government/non-government; 12) Government POC plus POC information if not Government; 13) Contract number/expiration date if not Government; 14) NAC Relevant Issuing Security Office; 15) NAC Date issued/expired; 16) Kerberos Principal; 17) Last 4 digits of SSAN (optional); 18) S/AAA; 19)Centers/systems on which user has valid access; 20) User Names at the above Centers;  21) Signed Section 3 on file? Where? Dated?; 22) Latest FY for which paperwork complete

· Transaction Information for Allocation Processing 

1) Debits/Credits; 2) Date of Transaction; 3) Organization(s) involved; 4) Appropriate Occurrence

Deliverable Requirements:
· IE Integration:  

1. The contractor shall provide a fully integrated scalable system IE architecture.
2. The XML specification of the IEDB shall support all definitions and requirements.  The contractor shall identify any needed changes in local site practices required by IE implementation.
3. The IEDB shall support initial sites and have a well-documented process for adding additional sites.
4. The IEDB shall be implemented using industry standards and implemented in a secure robust environment supporting 24 by 7 operation. The network and system performance must be sufficient for supporting the entire HPCMP operations.
· Allocation/Utilization Reporting (Tool 1):  

5. The IE shall provide user contact and project information and the associated allocation and foreground and background utilization by system. 

6. The IE shall provide utilization/allocation information by project, as requested, for all the sites, selected sites, or for a single site and either by site or by system. 

7. The utilization/allocation information will denote which site and which system the allocation and utilization is from.

8. The IE shall provide each site’s utilization information current as of midnight on the previous day for all jobs, which have successfully completed.

9. The IE must deploy a mechanism to ensure that users can not access the information while it is being updated with the previous day’s information.

10. The IE shall provide each site’s user contact, project and allocation information, current as midnight of the previous day.

11. The IE shall maintain user contact, project, allocation, and utilization data for one Fiscal Year and be summarized by Year to Date, month-to-date, and by month. 

12. The IE shall make available summaries of user/project, allocation, and utilization data for the previous Fiscal Years.

13. The IE shall only allow the proper users to access the information.

· Queue/Process Status (Tool 2): 
14. The IE shall provide current queue status for all, or selected systems and sites.

15. The IE shall provide queue status by site or by system.

16. The IE shall only provide queue status for authenticated IE users .

· Allocation Matchmaker/Exchange (Tool 3):
17. The IE shall allow the exchange of allocation by S/AAA with other S/AAA within the same service or between services.  

18. The IE shall provide Allocation and Utilization information by user/project for the S/AAA requesting it

19. The IE shall allow S/AAA’s to post allocations to advertise that they are available to swap.  The allocations should include number hours, system, and site.

20. The IE shall allow S/AAA to search the posted allocations.

21. The IE shall provide a mechanism to allow S/AAA’s to notify each other to initiate the exchange of allocation.

22. The IE must enforce the process that an S/AAA must place currently allocated hours into reserve before they can be exchanged.  Movement of these hours must be reported back to the affected sites.

23. The IE will only allow the exchange of hours which are in the reserve account.

24. The IE tool shall only allow the exchange of allocations for the amount of allocation less the utilization.

25. The allocation exchange will be effective within two business days.

26. The IE will maintain a history track of all allocation swaps.

27. The IE will allow HPCMO, site management and S/AAA to review the history track of allocation swaps.

· User Project/Account Application Fill-in (Tool 4)
28. The IE shall facilitate, via the web, all the paperwork required to open a HPCMP account, including sections 1 and 2 of account application form.

29. The IE shall determine what allocation and project requests have been received.

30. The IE shall allow the allocation of resources.

31. The IE shall add the "S/AAA only" information at the bottom of each Section 1 & 2.

Deliverable Requirements (continued)

· IE Interface Requirements

32. The IE shall employ proper access controls, which prevent unauthorized access. 

33. The IE shall be accessible via web-based interface.

34. The IE shall require kerberized access. The contractor shall work with HPCMP security personnel at all stages of the implementation to insure kerberos integrity.

· IE Functional Requirements

35.   Procedures for moving allocations among projects

36.   Generate predefined usage reports

37.   Facilitate allocations between PI’s and S/AAA’s

38. Keep record of all Transaction (history) processing

· IE Reporting Requirements

39.  Allocation and Utilization Summaries by: a.)SERVICE; b.)MSRC/DC; c.)SITE; d.)S-AAA; d.)PROJECT; e.)USER; f.)MACHINE; g.)REPORT PERIOD (Run Date, Monthly, Quarter, Fiscal Year); h.)TYPE PROJECT (Challenge, Priority, Regular, etc.); i.)CTA; j.)FOREGROUND vs BACKGROUND JOBS

40.   Allocation Swapping History by: a.)SERVICE; b.)MSRC/DC; c.)SITE; d.)S-AAA; d.)PROJECT; e.)USER; f.)MACHINE; g.)REPORT PERIOD (Run Date, Monthly, Quarter, Fiscal Year); h.)TYPE PROJECT (Challenge, Priority, Regular, etc.); i.)CTA; j.)FOREGROUND vs BACKGROUND JOBS

41. Metrics by:  a.)SERVICE; b.)MSRC/DC; c.)SITE; d.)S-AAA; d.)PROJECT; e.)USER; f.)MACHINE; g.)REPORT PERIOD (Run Date, Monthly, Quarter, Fiscal Year); h.)TYPE PROJECT (Challenge, Priority, Regular, etc.); i.)CTA; j.)FOREGROUND vs BACKGROUND JOBS

42.   a.)Number of active users with >1 CPU hour utilization in the given month; b.)Number of cumulative users with >1 CPU hour utilization in any month, FY to date; c.)Un-normalized expansion factors; d.)Normalized expansion factors by queue; e.)Normalized expansion factors by Challenge Project

43. Commercial off the Shelf (COTS) Software Utilization: a.)Number of accesses to each program or library (program executions and library link references); b.)CPU-hours used on each COTS program. (Programs only, not for COTS libraries); c.)Number of load references for dynamic libraries

· Upgrades/Enhancements/Bug Fixes Requirements 

44.    The IE environment shall include on-line help which includes, but is not limited to, how to use the tool and how to report a problem. 

45.    The contractor shall validate the operation of the IE tool to ensure the integrity of the user authentication, verification, privacy, and access controls. 

46.    The contractor shall validate the integrity of the data being provided. 

47.    The contractor shall provide complete and accurate implementation, maintenance and usage guides/documents, including source code, and a final "Acceptance Period" Report, which would capture lessons learned, unforeseen domain specific/cross-site dependencies/anomalies, etc. 

48.    The contractor shall provide installation, usage and maintenance training for a specified period of time. 

49.    The contractor shall provide a web-based mechanism within IE by which problems can be reported and tracked. 

50.   Critical problems that render IE inoperable must be fixed within 24 hours, for a specified period of time. 

51.   The contractor shall fix all reported problems/bugs within 72 hours, for a specified period of time. 

· Resource Discovery/Scalability/Extensibility Requirements 

52.   The contractor shall deliver a robust production product capable of detecting, tracking, reconciling, and reporting resource status and availability. 

53.   The contractor shall deliver a scaleable production product capable of cleanly adding and removing n number of participating sites. 

54. The contractor shall deliver a modularized production product optimized for extensibility

· Security Requirements
55. The contractor shall provide a web interface to IEDB without compromising or reducing the current level of data security.

56. The contractor shall provide a web interface that uses client side Kerberos tickets to authenticate all IE access.

57. The contractor shall provide a web interface capable of using PKI certificates to authenticate IE access.





































































