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Discovering complex associations, anomalies and patterns in distributed data sets is gaining popularity in a range of scientific, medical and business applications. Various algorithms are employed to perform data analysis within a domain, and range from statistical to machine learning and AI based techniques. Several issues need to be addressed however to scale such approaches to large data sets, particularly when these are applied to data distributed at various sites. As new analysis techniques are identified, the core toolset must enable easy integration of such analytical components. Similarly, results from an analysis engin es must be sharable, to enable storage, visualisation or further analysis of results. 

We describe the architecture of PaDDMAS, a component based framework for developing distributed data mining applications. PaDDMAS provides a toolset for combining pre-developed or custom components using a dataflow approach, with components performing analysis, data extraction or data management and translation. Each component is wrapped as a Java/CORBA object, and has an interface defined in XML. Components can be serial or parallel objects, and may be binary or contain a more complex internal structure. We demonstrate a prototype using a neural network analysis algorithm and written in Java. 
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We present a study concerning the applicability of a distributed computing technique to a million-page free-text document retrieval problem. We propose a high-performance DSIR retrieval algorithm on a Beowulf PC Pentium cluster using PVM message-passing library. DSIR is a vector space based retrieval model in which semantic similarity between documents and queries is characterized by semantic vectors derived from the document collection. Retrieval of relevant answers is then interpreted in terms of computing the geometric proximity between a large number of document vectors and query vectors in a semantic vector space. We test this DSIR parallel algorithm and present the experimental results using a large-scale TREC-7 collection and investigate both computing performance and problem size scalability issue. 
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The aim of this paper is to present the implementation of a classical parallel numerical algorithm using CORBA in the context of parallel programming in networks of workstations (NOWs). Our results on a parallel $WZ$ factorization concerns both programming methods and performances. We show that implementing a typically parallel application with a specific CORBA implementation allows to obtain performances comparable to those obtained by message passing libraries such as PVM and MPI. The performances obtained, particularly in terms of communication costs, are very encouraging for future implementations of parallel applications using CORBA. However, the implementation, in terms of communication scheme, is not obvious. 
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SIFFEA is an automated system for parallel finite element method (PFEM) with unstructured meshes on distributed memory machines. It synthesizes mesh generator, mesh partitioner, linear system assembler and solver, error estimator, and adaptive mesh refiner. SIFFEA is an implicit parallel environment: The user need only specify the application model in serial semantics; all the internal computations and communications are transparent to the user. SIFFEA is designed based on the object-oriented philosophy, which enables easy extensibility, and a clear and simple user interface for PFEM. 
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Modern computational fluid dynamics (CFD) software is complex. Often CFD simulations require complex geometries, flexible boundary conditions, multiple integrated computational models (for example, heat conduction, structural deformations, gas dynamics, etc.), as well as grid adaptation. As a result of this complexity, the correct implementation of numerical simulation components is actually less challenging than guaranteeing the correct coordination of complex component interactions. If one is to consider the development of CFD applications that reliably incorporate a broad selection of numerical models, then one must consider technologies that simplify, automate, and validate the numerical model coordination mechanisms. The Loci framework presented here addresses these issues by introducing a deductive framework for the
coordination of numerical value classes constructed in C++. 
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Java programs are usually executed by using an interpreter or a JIT-compiler. These methods restrict application of time consuming complex compiler optimizations. To cope with this, we are developing optimizing native compiler for Java that translates a Java bytecode to a native executable of the host computer ahead of its execution. This optimizing native compiler incorporates a translation phase of Java bytecode to intermediate language and a Java oriented optimization phase with existing optimizing compiler. Java oriented optimizations of this optimizing compiler includes static binding of method calls, method inlining, compile-time GC, and exception check elimination in conjunction with optimizations for ordinary procedural languages. Programs compiled with our prototype compiler executes up to 78.7 times faster than our
interpreter, and up to 8.6 time faster than our JIT compiler. 
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This paper contributes to the discussion on the issues related to the fo rmal development of open distributed systems. The deficiencies of tradit ional formal notations in this setting are highlighted. We argue that th ere is no single formalism exhibiting all the features required. As a so lution, we propose a multiformalism platform that involves three formali sms: UML, OUN and PVS-SL. We discuss the motivation for the choice of th ese formalisms and the main research issues underlying this kind of plat form. 

8. Using Object-Oriented Techniques for Realizing Parallel Architectural Skeletons 
Dhrubajyoti Goswami, Ajit Singh, Bruno R. Preiss 

Department of Electrical and Computer Engineering 
University of Waterloo 
Waterloo, Ontario, Canada 
goswami@etude.uwaterloo.ca 

Review #1 EVALUATION 4 - CONFIDENCE LEVEL 3
Review #2 EVALUATION 3 - CONFIDENCE LEVEL 3 
Review #3 EVALUATION 3 - CONFIDENCE LEVEL 2

Review #4 EVALUATION 4 - CONFIDENCE LEVEL 1

The concept of design patterns has recently emerged as a new paradigm in the context of object-oriented design methodology. Similar ideas are being explored in other areas of computing. In the parallel computing domain, design patterns describe recurring parallel computing problems and their solution strategies. Starting with the late 1980's, several pattern-based systems have been built for facilitating parallel application development. However, most of these systems use patterns in ad hoc manners, thus lacking a generic or standard model for using and intermixing different patterns. This substantially hampers the usability of such systems. Lack of flexibility and extensibility are some of the other major concerns associated with most of these systems. In this paper, we propose a generic (i.e., pattern- and application-independent) model

for realizing and using parallel design patterns. The term architectural skeleton is used to represent the application independent, re-usable set of attributes associated with a pattern. The model can provide most of the functionalities of low level message passing libraries, such as PVM or MPI, plus the benefits of the patterns. This results in tremendous flexibility to the user. It turns out that the model is an ideal candidate for an object-oriented style of design and implementation. It is currently implemented as a C++ template-library without requiring any language extension. The generic model, together with the object-oriented and library-based approach, facilitates extensibility. The paper focuses on the design and implementation issues of the model. 
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Visper is a network-based, visual software-engineering environment for parallel processing. It is completely implemented in Java and supports the message-passing model. Java offers the basic platform independent services needed to integrate heterogeneous hardware into a seamless computational resource. Easy installation, participation and flexibility are seen as the key properties when using the system. Visper is designed to make use of Java features to implement important services like efficient creation of processes on remote hosts, inter-process communication, security, checkpointing and object migration. We believe the approach taken simplifies the development and testing of parallel programs by enabling a modular, object-oriented technique based on our extensions to the Java API, without modifying the language. Our experimental

results show that good speedup is achievable for course grained parallel applications 
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Numerous attempts have been made at providing a Internet-wide global computing infrastructure. Unfortunately, none of them presents programming constructs related with object distribution, dispatching, migration and concurrency, which provide maximum portability and high transparency to a programmer. This paper proposes a World Wide Web based global computing infrastructure called Tiger which supports numerous participating machines and active objects. Tiger provides noble object-oriented programming constructs supporting object distribution, dispatching, migration and concurrency. Tiger infrastructure and the given programming constructs allow a programmer to easily develop a well composing object-oriented distributed and parallel application using globally extended resources. To show the speedup achieved by Tiger, a parallel
genetic-neuro-fuzzy algorithm requiring much computational time is experimented. 
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Because of the intrinsic high degree of parallelism of the back propagation (BP) algorithms, it is necessary for the BP algorithms to be implemented in parallel environment. Moreover, regardless of the restriction of computational power and the effect on the communication, the parallelism of the BP algorithms must be developed. In this paper, we propose a web-based parallel system which can efficiently reduce the training time by solving the high degree of parallelism of the BP algorithms in web environment. To implement the parallelism of the BP algorithm in web environment, we use farmer-worker model. In order to demonstrate the efficiency of our system, we apply our system to digit recognition problem. Experimental results show that our system has much speedup as compared with the target computer on which sequential BP
algorithms run. 
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We suggest a runtime system for parallel object-oriented programming env ironment. This system is using the multithreaded computation model and can be run on general parallel computer architectures. We developed several techniques for an efficient runtime system. : thread merging, message merging and frame sharing. The system is implemented in IBM SP2 with MPI message interface, and its performance is analyzed with executing benchmark programs. The results show that the suggested parallel model has a good performance and the runtime techniques can critically affect the performance of execution. 
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We perform the simulations of cascade shower on a parallel computer call ed LSC(Loop Structured Computer) with 128 PEs. The 128 PEs are connected to make a loop configuration. It is easy to distribute packets among the PEs connected by the same direction. In the simulations, we measure the execution time, th number of PEs used and the number of particles produced on the LSC with different number of PEs. We also investigate the relation between the execution time and the number of particles produced on 1 computation PE LSC. Then according to this relation, we calculate the extrapolated execution time on 1 computation PE LSC for the simulation with high primary energy.Using this extrapolated execution time and actual execution time on 128-PE LSC, we calculate the speedup and efficiency of the LSC. On the other hand, we measure the
highest primary energy (HEP)of executable simulation. By changing the number of PEs of the LSC, we obtain the HEPs of the LSC with different number of PEs. According to these HEPs, we obtain a approximated equation calculating capability of the LSC for processing data. Finally, we analyze the speeup and efficiency of the LSC . 
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This article introduces a framework that provides communication mechanis m between threads acting as data producer or/and data consumer. Using th is framework, users can concentrate on data processing design within thr eads and the framework will establish the connections. Data is transferr ed as object(s). The communication connection is simple, loose coupled a nd even can be dynamically binded at run-time. Any user has just basic J ava knowledge can use this framework to take advantage of Java's integra ted support for multi-threads programming. The communication mechanism f or data communication through networks and an industrial application is also discussed. Three examples are provided. 
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Component technologies offer a promising approach for managing the increasing complexity and interdisciplinary nature of high-performance scientific applications. Language interoperability provides the flexibility required by component architectures. In this paper, we present an approach to language interoperability for high-performance parallel components. Based on Interface Definition Language (IDL) techniques, we have developed a Scientific IDL (SIDL) that focuses on the abstractions and performance requirements of the scientific domain. We have developed a SIDL compiler and the associated run-time support for reference counting, reflection, object management, and basic excepti on handling. The SIDL approach has been validated for a scientific linear solver library. Initial timing results indicate that the performance overhead is minimal
(less than 1%), whereas the savings in development time for interoperable software libraries can be substantial. 
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The Overture framework is an object-oriented environment for solving partial differential equations in two and three space dimensions. It is a collection of C++ libraries that enables the use of finite difference and finite volume methods at a level that hides the details of the associated data structures. Overture can be used to solve problems in complicated, moving geometries using the method of overlapping grids. It has support for grid generation, difference operators, boundary conditions, data-base access and graphics. Short sample code segments are presented to show the power of this approach. 
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SCOPE stands for Structural Computations using an Object-oriented Progra mming and Engineering. The Finite Elements Method FEM has become the mos t popular technique for solving a wide range of complex engineering prob lems. In this paper are pointed out the advantages and drawbacks of obje ct-oriented programming when this technique is used in the implementatio n of FEM programs. Moreover, it is described a framework for developing such kind of applications. The framework, called SCOPE, distributes in a web-based organisation all the objects and code, written in C++, that a re necessary to build personal sized programs. 
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In Hospital services, practitioners need to access and study large data volume (3D images) with help of specific, parallel, high performance processing tools. This work describes the ARAMIS platform (A Remote Access Medical Imaging System), which allows transparent remote accesses to parallel image processing libraries. Such system is based on a communication protocol which takes as input parallel libraries (written in C) and leads to Java objects, which can be combined easily. The end-user application is thus a Java applet, allowing any common workstation to activate, in a convivial way, time-consuming parallel processing. 
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The investigation of strong quantum effects in condensed matter physics is currently one of the major research areas in physics with important application aspects, like the high temperature superconductors. The only reliable approach to these systems are large scale numerical simulations , made difficult by the exponential scaling of most algorithms. We present efforts in developing a generic and parallel program package for the simulation the full quantum of such systems using generic programming techniques of the C++ language, including expression template techniques for quantum operators. We identify the problems and performance bottlenecks encountered in implementing these generic programs. 
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Application codes reliably achieve performance far less than the advertised capabilities of existing architectures, and this problem is worsening with increasingly-parallel machines. For large-scale numerical applications, stencil operations often impose the greater part of the computational cost, and the primary sources of inefficiency are the costs of message passing and poor cache utilization. This paper proposes and demonstrates optimizations for stencil and stencil-like computations for both serial and parallel environments that ameliorate these sources of inefficiency. Additionally, we argue that when stencil-like computations are encoded at a high level using object-oriented parallel array class libraries, these optimizations, which are beyond the capability of compilers, may be automated. 
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ROSE is a programmable source-to-source transformation tool for the optimization of C++ object-oriented frameworks. Because it is programmable, explicit knowledge of framework semantics may be exploited; in contrast the potential capability of a general-purpose compiler is limited by computable semantic inference. Since ROSE is programmable, additional specialized program analysis is possible using implicit knowledge of the workings of the framework, for example, dependence analysis at the level of the framework's abstractions. This enables far greater optimization than is even theoretically possible by a general-purpose compiler. ROSE specifically responds to the realization that to achieve acceptable performance, in general it is insufficient to optimize a framework; its {\it use} must also be optimized. 

The interface to ROSE is particularly simple and takes advantage of standard compiler technology. ROSE acts like a preprocessor, since it takes as input and produces as output standard C++\footnote{ISO/IEC 14882:1998 C++ standard as implemented by the Edison Design Group}. Its use is always optional since it is not intended to change the denotational semantics (as opposed to the operational or resource-usage semantics). It cannot be used to introduce {\it any} new language features or syntax. Importantly, since ROSE generates C++ code, its use does not preclude the use of other tools or mechanisms that would work with an application source code (including class template mechanisms). 
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We present \Oblio , a sparse direct solver library running in both serial an parallel environments. The code is written in C++ using object-oriented techniques, with the exception of few computationally intensive kernels that are written in Fortran 77. In this paper we explain what motivated the project, discuss design issues and report recent results. 
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Reusable software tools for the solution of partial differential equations using parallel adaptive finite element methods have been developed. We describe the design and implementation of object-oriented parallel mesh structures within an adaptive framework called Trellis. The Rensselaer Partition Model (RPM) is central to the framework. This hierarchical model is used to distribute finite element meshes and associated data on a parallel computer. It represents heterogeneous processor and network speeds, and may be used to represent processes in any parallel computing environment, including an SMP, a distributed-memory computer, a network of workstations, or some combination of these. The information about different processor speeds, memory sizes, and the corresponding interconnection network can be useful in a dynamic load balancing
algorithm which seeks to achieve a good balance with minimal interprocessor communication penalties when a slow interconnection network is involved. An example of a partitioning scheme which takes advantage of this information is given. 
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The executable data structures method is a kind of run-time code generation. It reduces the traversal time of data structures by implementing the traversal operation as self-traversal code stored in each data structure. It is attractive but not easy to use. This paper shows that it can be viewed as run-time optimization of a group of objects and can automatically be generated from the source program in an object-oriented language. The encapsulation mechanism of object-oriented languages helps to analyze the program and to use the automatically generated code generators. Preliminary evaluation results show that the proposed method is better than conventional run-time code generation or manual source level optimization. 
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A Runtime Monitoring Framework for the TAU Profiling System Applications executing on complex computational systems provide a challe nge for the development of runtime performance monitoring software. We disc uss a computational model, application monitoring, data access models, and profiler functionality. We define data consistency within and across threads as well as across contexts and nodes. We describe the TAU runti me monitoring framework which enables on-demand, low-interference data acce ss to TAU profile data and provides the flexibility to enforce data consist ency at the thread, context or node level. We present an example of a Java-b ased runtime performance monitor utilizing the framework. 
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We describe a node-edge data structure which can be used to store parall el finite element grids. This is a very flexible data structure and all ows us to refine the grid, build the system of equations, solve the syst em of equations and balance the load, all in parallel. The elements, suc h as the triangles, are not explicitly stored in the data structure. Con sequently, when we recently extended the code to handle 3D domains we we re able to use most of the framework developed for 2D domains, with the exception of the refinement routines. These refinement routines are also described in the paper. 
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This paper presents how a specific technique (SharedOnRead) can be used to improve performances of a distributed objects language. We present results for a network of workstations, providing comparisons between MPI and C++// implementations, both on homogeneous and heterogeneous platforms. The results could be applied to other models of distribution, such as RMI. 
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OptSolve++ is a set of C++ class libraries for nonlinear optimization and root-finding. The primary components include TxOptSlv (optimizer and solver classes), TxFunc (functor classes used to wrap user-defined functions), TxLin (linear algebra), and a library of test functions. These cross-platform components use exception handling and encapsulate diagnostic output for the calling application. Use of the "template" design pattern in TxOptSlv provides a convenient interface that allows for interchange of existing algorithms by users and straightforward addition of new algorithms by developers. All classes are templated, so that optimization over the various floating-point types uses the same source code, and so that opti-mization over integers or more esoteric types can be readily accommodated with an identical interface. TxOptSlv and TxFunc use
the template-based "traits" mechanism, allowing them to work with any user-specified container class, and future versions of OptSolve++ will allow users to interchange TxLin with other linear algebra libraries. 
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We discuss the design and implementation of a highly parallel, extensible algorithmic framework for ILU preconditioner computation. The framework permits selection of factorization algorithms on a subdomain by subdomain basis, in accordance with a problem's underlying physics. To enhance portability certain advanced C++ language features had to be abandoned. To increase performance we augmented the two-tiered interface/implementation design model with a mid-level interface, which makes use of "incomplete data encapsulation and abstraction" (IDEA). Preliminary results indicate highly scalable behavior, with good speedup . 
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We introduce a scalable, extensible object-oriented system developed pri marily for signal processing and synthesis for musical and multimedia ap plications. The primary performance issue with these applications concer ns functions of discrete-time. We describe novel techniques to exploit f ine-grain parallelism in the calculation of these functions that allow u sers to express them at a high-level in C++. The second half of the pape r describes the scheduling strategies used to exploit symmetric multipro cessors with emphasis on special hard real-time constraints required. Th is scheduler efficiently assigns processors to multiple synchronous dat aflow graphs triggered from independent hardware clocks and satisfies co nstraints on input/output latency, and execution order. 
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JEM is a distributed platform based on Java-RMI/CORBA that makes it possible to access heterogeneous resources distributed over a network in a seamless manner. It provides the same interface to all resources integrated inside the system. 

In this paper we present two of the main features of the JEM platform. We first illustrate the usage of the desktop-like interface which we have developped on top of the kernel of the platform. This makes it possible for instance to drag a file over a printer to have it printed without knowing where it is located. Second, we describe the entity of execution wich we have integrated inside the platform to handle fine-grain parallelism. These entities are some sort of mix between mobile agents and remotely accessible threads. The possibility to make fine-grain parallelism provided by our platform is one of the main features that makes it different from existing systems. Indeed, existing systems provide a sort of worldwide virtual computer better suited for large-grain parallelism. 
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This paper presents a semantic model for Bulk-Synchronous Programming (BSP) which extends previous models by incorporating reactive (non-terminating) programs. It is shown that the traditional relational calculus fails to describe BSP's non-termination precisely. A set of laws is given and the normal form of BSP programs is identified. The notion of public variable is proposed to aid reactive programming. Finally, the paper shows a BSP treatment of the dining-philosopher problem which illustrates the power of BSP in reactive programming. 
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Java is an ideal platform for implementing mobile code systems, not only because of its portability but also because it is designed with security in mind. Untrusted Java programs can be statically analyzed and validated. The program's behavior is then monitored to prevent potentially malicious operations. Static analysis of untrusted classes is carried out by a component of the Java virtual machine called the verifier. The most complex part of the verification process is the dataflow analysis which is performed on each method in order to ensure type-safety. This paper presents the underlying algorithms and discusses various implementation alternatives that allow the dataflow analysis to support the verification of subroutines, which is one of the most tricky aspects of the dataflow analysis. The dataflow analysis must take into account the
fact that Subroutines are polymorphic over registers that they do not modify. Properly tracking the control flow is also a challenge. Mostly, a last-in/first-out discipline is enforced, but we also want to support ``sharing'' of a subroutine without strict nesting and ``falling out'' of a subroutine. 
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We use the paradigm of generic programming together with the Standard Template Library (STL) to develop concepts and template classes that can represent finite sets and their relations as they occur in (parallel) finite element and other numerical methods. A key idea of our approach is to consider these sets as static search structures with clearly separated phases for insertions and retrievals. The resulting C++ template library Janus has generic domain and relatio} classes that allows a space-optimal and quickly traversable representation of finite element meshes and sparse matrix gr aphs. We discuss the usage of Janus at hand of the parallel implementation of the Poisson equation for linear triangular elements. On the Hitachi SR2201 parallel system we achieve an absolute speedup of 54 on 128 processing elements for the solution of the
associated sparse matrix problem with the diagonally preconditioned conjugate gradient method. We also compare our approach with related work such as the HPC++ and POO MA projects. 
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Fill-reducing sparse matrix orderings have been a topic of active research for many years. Although most such algorithms are developed and analyzed within a graph-theoretical framework, for reasons of performance, the corresponding implementations are typically realized with programming languages devoid of language features necessary to explicitly represent graph abstractions. Recently, generic programming has emerged as a programming paradigm capable of providing high levels of performance in the presence of programming abstractions. In this paper we present an implementation of the Minimum Degree ordering algorithm using the newly-developed Generic Graph Component Library. Experimental comparisons show that, despite our heavy use of abstractions, our implementation has performance indistinguishable from that of the Fortran
implementation. 
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Communication networks have steadily increased in size and complexity to meet the growing demands of applications. Simulations have been used to model and analyze modern communication networks. Modeling and simulation of networks involving thousands of nodes is a complex task due to the sheer size and complexity of the hardware/software components. Complete simulation models of the ultra-large networks ne ed to be developed in order to conduct indepth studies of scalability and performance. Parallel simulation techniques need to be carefully exploited to provide optimal time versus resource tradeoffs. Due to t he complexity of the system, it becomes critical that the design of such complex frameworks follow well established design principles such as object-oriented design, so as to meet the diverse requirements of portability,

maintainability, extensibility, and ease of use. This paper presents the issues involved in the design and implementation of an object-oriented framework to enable parallel simulation of ultra-large communication networks. The framework is developed on an object-oriented parallel simulation kernel based on the Time Warp synchronization paradigm. The paper illustrates the various object-oriented (OO) design techniques employed to configure the framework in order to optimize the tradeoffs between performance and resource utilization. The need for OO techniques to enable simulation of ultra-large network models are illustrated. The application progra m interfaces needed for model development are also presented along with some experimental results. 
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Coordination was born in the context of parallel/distributed computation community; from there it expanded to distributed systems design where it is usually seen as an enabling technology to manage complex relationships between components. Recently coordination technologies have been applied to the Internet and the World Wide Web (entering the Open Distributed Systems arena) in order to provide a middleware to support distributed collaborative applications. This evolution of the coordination technology often left behind one important issue: performances. In this paper we show that, if implemented with performances in mind, a coordination system developed for the WWW can be used also for computational-intensive applications. We also introduce a mechanism based on code mobility that shows its usefulness for enhancing (from both a
performances and fault tolerance p oint of view) the coordination of distributed components. 
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Efficient and elegant complex numbers are one of the preconditions for the use of Java in scientific computing. This paper introduces a preprocessor and its translation rules that map a new basic type complex and its operations to pure Java. For the mapping is insufficient to just replace one complex-variable with two double-variables. 

Compared to code that uses Complex objects and method invocations to express arithmetic operations the new basic type increases readability and it is also executed faster. On average, the versions of our benchmark programs that use the basic type outperform the class-based versions by a factor of 2 up to 21 (depending on the JVM used). 
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The aim of this paper is to present the general architecture of SPIN, an interactive and integrated environment for distributed scientific computing. SPIN's main goal is allow the access to remote computationa l resources in an easy to use and transparent way from the user's point of view. This environment, based on a client-server architecture, is being deve loped following a software engineering process which incorporates the CORBA standard for interoperability and integration; the PAC-Amodeus model, a multi-a gent based model for interactive systems architecture and the OOSE: Object-Oriented Software Engineering approach, based on the use cases notion, to build the different models of the application domain component. 
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Many parallel applications are highly dynamic in nature. The computation and communication patterns change either slowly on abruptly during the course of computations. Such applications require an adaptive load balancing strategy. We are exploring an adptive strategy based on multi-partition object-based decomposition, supported by object migration. For a large class of applications that require such load balancing, the load varies relatively slowly (or infrequently) over time. It is then feasible to spend significant amount of computation time towards arriving at a close-to-optimal mapping of objects to processors. To utilize this opportunity, it is necessary to develop an object mapping strategy that can produce increasingly better solutions continuously. We present an optimal-seeking branch-and-bound based strategy that satisfies this
requirement. They strategy takes as input a object communication graph, specifying the computation time for each object and the number and size of messages it sends to any other object. The strategy then continuously produces a stream of successively better mappings of objects to processors. One can stop the strategy from execution at any point, and take its current best solution as the new mapping. When communication costs are significant, we show that this strategy performs substantially better than several random and intelligent greedy strategies. 
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Systems that provide distributed multimedia services are subject to constant evolution - customizable middleware is required to effectively manage this change. In this paper we present a meta-architectural framework for customizable Quality of Service(QoS) based middleware using Actors, a model of concurrent active objects. Middleware services for resource management execute concurrently with each other and with application activities--- scheduling, protocols providing security and reliability, load balancing and stream synchronization can therefore potentially interfere with each other. To ensure cost-effective QoS in distributed multimedia systems, safe composability of resource management services is essential. For instance, system protocols and activities must not cause arbitrary delays in the presence of timing based QoS
constraints. Using TLAM, a semantic model for specifying and reasoning about components of open distributed systems, we show how a QoS brokerage service can be used to coordinate multimedia resource management services in a safe, flexible and efficient manner. 
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