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Abstract
We present here several recent results and summarize ongoing and planned projects
at NPAC (Northeast Parallel Architectures Center) which explore AVS as a software
integration tool for High Performance Distributed Computing (HPDC). Individual projects
are used first to expose different aspects of this evaluation process and we then focus
on Geographic Information Systems (GIS) and illustrate our approach towards developing
massively parallel processing support in this area with AVS based user front-ends.
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1. Overview
NPAC is a research center in High Perfor-

mance Computing (HPC), pursuing several inter-
connected programs such as: a) development of
core HPC technologies [BCFHR93], b) integration
of parallel processing into industry, and c) evalua-
tion of emergent high end computing technologies
and standards. As one of the efforts within the last
thrust, we were exploring over the period of the
last two years the AVS environment, both in the
context of scientific visualization and also, more
broadly, as an attractive paradigm for software in-
tegration in High Performance Distributed Comput-
ing (HPDC). The system was installed on all major
workstation types (DEC, SUN, IBM) at NPAC in
fall ’91 and used initially for several scientific vi-
sualization projects in areas such as High Energy
Physics, GIS, Solid State Physics and Stock Mar-
ket Analysis. In the next step, it was also used
to integrate massively parallel processing modules
into distributed processing applications. Finally,

we also recently started to explore possible models
for “parallel AVS”, i.e. a HPC software paradigm
for concurrent integration of dataflow and data par-
allel programming technologies.

As a result of these experiments, we see AVS
as a viable tool for developing and integrating large
scale applications in HPDC and we are now includ-
ing AVS support into several new planned projects
at NPAC. In the application domain, one of the
major focal points and the emergent expertise at
NPAC is in several areas of the Earth Sciences
such as Geographic Information Systems or Envi-
ronmental Modeling. We are currently at the plan-
ning stage of a large scale development project
for Integrated Decision Support System for En-
vironmental Policy/Analysis. This system would
be based on the massively parallel support for
GIS and would integrate several functional mod-
ules such as atmospheric deposition, soil chem-
istry, land use management, elevation, hydrology,
spatial interpolation and public policy analysis.

Several modules listed above would be pro-
vided by other research labs. NPAC’s initial focus
in this large endeavor is on: a) software integration
tools to provide required connectivity between sys-
tem modules, b) human-interface front ends such
as advanced visualization and Virtual Reality, c)
massively parallel support for core GIS services,
to be implemented on a cluster of NPAC parallel
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The moment method is used as the numerical
model of the EMS problem, which can be repre-
sented as: �
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A generic cycle for an AVS dataflow based
distributed simulation is presented in Fig. 3 and

the specific implementation for the EMS problem
is shown in Fig. 5. Simulation parameters (see
Fig. 2) are set on the local machine (in our case
IBM RS/6000) to activate a processing network (in
our case two Sparc stations and the CM-5) and
return visual feedback to the local node.

Preliminary performance analysis is shown in
Table 1. Our experiments showed that under a
typical network load conditions, a complete sim-
ulation cycle for the EMS problem takes about 8
sec, which is a satisfactory response time for this
application.

The CM Fortran code for the EMS scattering
used in this experiment was developed earlier in
another research project. Our focus in this project
was on evaluating AVS as a system integration tool
for HPDC applications. The results are encourag-
ing and we intend to apply similar irregular prob-
lem decomposition and task allocation techniques
to the planned GIS applications.

3. Exploring AVS for Selected GIS Functions
In another research project at NPAC, we were

analyzing image processing algorithms for color
separation of noisy RGB images of terrain maps
and we developed an AVS based tool, integrating
system’s 2D and 3D visualization modules with
the computational modules, developed previously
within this ’Map Separates’ project [Furm92].

The problem was posed by the Defense Map-
ping Agency (DMA) and was addressed by NPAC
in collaboration with the Cartographic Group at
Caltech/JPL. DMA maintains a huge collection of
maps from various regions of the world, some of
them stored in the form of video tapes. The agency
explores now various strategies for converting this
collection into an electronic database. The physi-
cal maps were often poor quality (e.g. old) and the
procedure of videotaping and then reconstructing
the digital raster introduced additional distortions
so that the map images to be color separated are
typically inflicted with substantial noise in the color
space. Fig.6 illustrates a typical map image to be
separated into seven base colors. The original im-
age is in RGB format and in fact the full spectrum
of colors is present there due to the noise effects.

To solve the color separation problem, we
developed a class of RGB clustering algorithms,
similar to conventional gray level histogramming
techniques but extended to 3D color space. An
RGB histogram in the unit color cube for the map
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in Fig 6. is shown in Fig. 7. A given RGB bin is
represented by a sphere with a radius proportional
to the bin context. Clean color patches would be
mapped into isolated spheres, whereas the noise
manifests in the form of color clusters with various,
often complex shapes. Poor color saturation of
the target image manifests as clusters’ elongation
along the R = G = B axis. The separation process
must be human guided due to the fact that several
complex cartographic elements such as shaded
relief are to be ignored in the separated process.

Figure 6: Terrain map image, used as input for the RGB clustering based color
separation algorithm.

The RGB cluster based human guided sepa-
ration procedure can be viewed as an interactive
K-means clustering algorithm i.e. it consists of se-
lecting several ’typical’ small color patches on the
map and assigning one of the seven base colors
to each selected group of pixels. The RGB centers
of all selected patches are accumulated and used
to separate the volume of the color cube into a set
of polyhedral regions, representing the assigned
base colors. For a typical class of DMA maps,
this algorithm saturated after ˜50 selections. The
resulting polyhedral partition of a color cube was
then used as a lookup table to assign the base

color to each image pixel. The resulting separated
image is shown in Fig 8.

Figure 7: Color histogram of the terrain map image in Figure 6.

The AVS based tool, constructed to solve this
problem exploited both the Image Viewer (for im-
age manipulations) and the Geometry Viewer (for
RGB cluster manipulations). We found the Ge-
ometry Viewer extremely useful for interactive vi-
sualization and inspection of complex 3D cluster
shapes. In fact, this visual analysis turned out to
be the turning point in the project as it allowed us
to construct immediately the optimal clustering al-
gorithm. The tool was implemented in fall ’91 using
DEC AVS 3.0 on the DEC PXG Turbo system with
the 3D graphics accelerator and it was the first use
of AVS for NPAC projects.

4. Parallel Processing Support for GIS
Raster GIS is a natural application area for

massively parallel processing due to direct map-
ping between raster coverages and parallel arrays.
We have performed recently a systematic anal-
ysis of computational and algorithmic complexity
of all base raster GIS primitives, as classified in
[Toml90], from the perspective of their parallel im-
plementation [Li92]. Within the operation oriented
classification, GIS functions are typically split into
local, focal, zonal and global operation. Data par-
allel operations can be split into: a) common op-
erators in sequential languages, b) elementwise
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operations (e.g. array arithmetic), c) mixed oper-
ations between parallel and scalar variables (e.g.
reduction, distribution, insertion or extraction), d)
selection (WHERE, FORALL), and e) communi-
cation functions (moves, combines, permutations
and scans).

Figure 8: Terrain map image from Figure 6, separated into seven base
colors using the RGB clustering algorithm.

Using these classifications, we have estab-
lished a mapping between GIS and data parallel
operations which will allow us to perform now sys-
tematic parallel implementation of the core primi-
tives. The following list summarizes our results:

Local operations ! Elementwise parallel op-
erations

• Common operators ! same as sequen-
tial

• Logical operators ! elementwise logical
operation

• Reclassification ! WHERE, =
• Selection ! WHERE
• Statistical ! a) inter-layer parallel opera-

tions or b) corresponding data elements
stored in local memory

Focal operations ! Regular pattern inter-
processor data movement

• Surface functions ! Convolution
• Statistical ! a) data movement around

window with computation, or b) neighbor
values stored in local memory

Zonal operations ! Selection, Reduction,
Scan, Permutation

• Contiguous/Statistics ! a) segmented
scan or b) parallel operations on each
zone

• Contiguous/Geometry ! reduction
• Non-contiguous ! select each zone se-

quentially to perform parallel operations

Global operations ! Scan functions

• Euclidean distance function ! segment
scan, selection

• Weighted distance function ! segment
scan

• Visibility/Line of sight ! segment scan
• Grouping! segment scan, distance dou-

bling
• Expand/shrink!maximum distance neigh-

borhood searching
• Raster-vector conversion ! segment

scan
• Accumulative operation ! reduction.

As seen from this summary, most local, focal and
zonal GIS functions admit natural and relatively
straightforward implementation in terms of stan-
dard data parallel operations. For some global
operations, algorithm design and implementation
is more complex. However, many data parallel
algorithms related to global operations already ex-
ist or can be adapted from other, better explored
domains of parallel processing such as machine
vision.

We have recently initiated the process of a
trial parallel implementation of selected GIS primi-
tives, aimed at exploring issues such as network-
ing, user interfaces and overall organization of the
parallel GIS services. We adopted the public do-
main raster GIS package GRASS as the tentative
user front-end and classification library and we de-
veloped the direct socket library based connec-
tion between the GRASS host and the CM-5 host.
We are currently exploring possible extensions of
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this work towards higher level communication pro-
tocols such as PVM and more powerful integra-
tion and visualization front-ends such as offered
by AVS.

5. Towards Parallel AVS Environment
The particular AVS based integration strategy

described in Section 2 is the most natural when
the base volume of the parallel code exists and
the integration goal is to provide distributed I/O or
pre/post-processing services and/or flexible inter-
active control of simulation parameters. The most
practical approach in such cases, especially for
large and complex research codes, is to handle
the core part of a parallel application as a single,
extensively parametrized AVS module. In general,
parallel AVS modules in this type of approach cor-
respond typically to parallel machines available on
the network, with each computationally intensive
component of an application handled by a dedi-
cated massively parallel system.

On the other hand, new projects aimed at
developing a large volume of parallel code from
scratch would typically benefit more from the AVS-
style modular organization, built at the early design
stage into the parallel code itself. The question
arises, however, what is in fact the most natural
“parallel AVS-type” software development technol-
ogy. There are no standard solutions yet and also
there is clearly no unique answer as the problem
is both architecture and application domain depen-
dent. We focus here on distributed memory mul-
tiprocessors such as CM-5, iPSC or nCUBE2 and
on the data parallel processing domain such as
raster GIS support, discussed in the previous Sec-
tion.

A MIMD-parallel GIS environment could be in
principle written as a single, large HPF (High Per-
formance Fortran) code with individual GIS filters
mapped on suitable data parallel Fortran routines
and with some custom front-end to generate suit-
able combinations of HPF/GIS library calls in re-
sponse to requested sets of filters, selected in-
teractively by the map analyst. Such approach,
however, would be impractical for large GIS sys-
tems, both in the development period (compilation
time bottleneck) and in the production period (node
memory size limitations, limited interactivity). We
see the HPFI (Interpreter) based approach to be
more suitable in such computational domains. In
the HPFI model, each node of a multicomputer
runs a compute server which provides base HPF

functionality such as runtime (re)alignment, de-
composition and arithmetic for data parallel arrays.
Domain specific operators such as GIS filters can
be then constructed as suitable HPFI scripts and
organized as a HPFI/GIS shell, i.e. an interactive,
domain specific HPF language extension.

A natural next step is to view GIS shell com-
mands as AVS-type modules and provide the vi-
sual network editing tools for assembling compos-
ite GIS filters from existing primitives. We denote
by

p
(�)
i

; i = 1;2; :::;N; � = 1; 2; :::;M (3)

a computational process running on the i–th node
of an N-processor system and representing this
node’s component of a data parallel AVS-type
module labelled �. The full data parallel module
m(�) is then represented by a collection of node
processes:
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Processes communicate in the AVS (dataflow)
style in the upper (Greek) indices and in the HPF
(collective message passing) style in the lower
(Latin) indices. This generic model can be im-
plemented in several different ways and it raises
some non-trivial design, communication, mapping
and concurrency control issues. For example, the
full analogy between “data parallel AVS” and “dis-
tributed AVS” approaches requires multitasking op-
erating environment in each node of the multipro-
cessor – otherwise the processes in eq. (5) would
block each other and allow only for simple linear
(acyclic) dataflow patterns.

An exploratory project aimed at designing the
API interface for parallel module builders and de-
veloping the trial library of data parallel mod-
ules for transputer systems was recently con-
ducted in the Edinburgh Parallel Computer Cen-
tre [TWF93][Faig92]. In this approach the em-
phasis was on clean separation between (explicit)
dataflow communication channels and (implicit)
collective message passing channels, whereas
mapping issues were handled simply by piling col-
lections of module codes such as in eq. (5) into a
single executable per node.
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At NPAC, we are currently exploring an al-
ternative approach, following the HPFI concepts
mentioned before and using the MOVIE server
technology at the virtual machine layer. MOVIE
(Multitasking Object-oriented Visual Interactive En-
vironment) is a multithreading interpreter of Movi-
eScript – an object-oriented extension of Post-
Script with support for index-free (APL, HPF type)
matrix algebra [FFHNPS92]. A Virtual Machine
model consists of a mesh of MOVIE servers, com-
municating by “MovieScript passing” in a similar
way as Adobe PostScript communicates with the
printer or the SUN NeWS PostScript communi-
cates with the window server. HPF scripts are run-
time translated to MovieScript and processed by
node servers. Each p(�)

i is a MovieScript thread,
scheduled according to a preemptive, real-time
policy which guarantees full concurrency of par-
allel modules.

MOVIE

MOVIE

MOVIE

MOVIE

HOST

AVS

Fig 9: MOVIE based model for parallel AVS with M = 2
modules on a distributed memory multicomputer with N = 16
nodes.

Fig. 9 illustrates the minimal non-trivial AVS-
style dataflow network, following the model dis-
cussed above. It consists of two (M = 2) data paral-
lel modules: io and compute on a mesh connected
array of N = 4x4 = 16 processors. Threads are
represented by white circles within shaded server
circles and HPF/AVS-type connectivities are rep-
resented by solid/doted lines. Each data parallel

thread and their dataflow connections are repre-
sented on the host in terms of a suitable visual
metaphor, such as for example an AVS-style vi-
sual network editor. Due to the preemptive mul-
tithreading, some other, irregular parallel mod-
ules (e.g. employed for interactive debugging or
performance visualization purposes) can coexist
with data parallel constructs as illustrated in Fig
9. Since thread creation/annihilation operators are
part of MovieScript which in turn is both a com-
putational and communication protocol, all thread
ensembles in Fig. 9 are dynamic, transient and
mobile.

6. Summary
We have presented recent NPAC results on

using and evaluating AVS technology for software
integration in HPDC with the focus on the GIS ap-
plication area. So far, the system has been ex-
plored for converting individual large and complex
parallel codes into interactive distributed applica-
tions (Section 2) and for developing advanced vi-
sual processing tools for selected GIS filters (Sec-
tion 3). We are now pursuing a more systematic
and complete analysis of a class of data parallel al-
gorithms, most adequate for high performance GIS
services (Section 4) and we are developing a pow-
erful dynamic software model for parallel AVS, in-
tegrating functional dataflow and HPF based data
parallel programming techniques (Section 5). We
see AVS technology as promising in the context of
the planned large scale project at NPAC towards
the Integrated Decision Support System for Envi-
ronmental Policy/Analysis (Section 1).
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