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Objective:  Exploit commercial web technology to build coupled HPC applications with user-friendly interfaces.

DoD Significance:  The explosion in popularity and use of the web in recent years has resulted in universal acceptance of the browser as the standard way to interface data and applications with a distributed user base.  Deploying this type of interface as the gateway to complicated coupled applications and remote HPC resources increases the usability of these assets and also expands the audience that can benefit from the tremendous potential of these assets. 

Methodology:  Web technologies were assembled into the WebFlow distributed computing system.  This generic infrastructure was then applied to enhance the DoD Land Management System (LMS) with the capability to download input directly from the internet and execute simulation codes on a remote HPC host from an internet browser.  WebFlow is a middle-ware system based on industry standards (i.e., Java, CORBA, XML).  It manages the collection and transfer of data needed for simulations by interfacing with HTTP and database servers, and the launching of simulation applications on local or remote computing resources.  Simulations may involve coupled applications running on different HPC resources, potentially at different centers.  A web-based user interface gives the user control over the system, providing tools such as “data wizards” and “job wizards,” which in turn invoke WebFlow services to support novice and expert users alike.  WebFlow provides the LMS with a web-based front-end and simplifies the integration of additional simulation models.  The architecture and most of the middle-ware itself can be transferred to other complex simulation systems.

Impact:   This type of application will become increasingly important as web technologies continue to mature and as the HPC user base grows to include larger numbers of “non-traditional” applications.  The Land Management System is used to address questions of environmental damage and recovery resulting from DoD training exercises or actual military operations.
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Figure 36 The three-tier architecture of the LMS.
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