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1. Overview - including:

A. Description and Goals: 




The Launch Pad is a web based application which allows credentialed users to have access to a suite of tools for submitting jobs, transferring files, and managing accounts within the systems that are a part of the Information Power Grid. The Launch Pad is based on the GPDK, a simplified interface to the CoG kit. GPDK uses Java Beans, Servlets, and JSP to provide a user interface to Grid resources. In addition we plan to develop a database that stores user information relating to user preferences and information relating to processing on the grid. Eventually a user will be able to customize the web interface to reflect the tools, and look and feel that they prefer. Long term plans are to modularize components of the Launch Pad to allow users to build a customized portal.   Launch Pad uses MyProxy for authentication purposes. 
B. 
Services Provided:  Job submission, job tracking, file transfer, file listing, System and job status information.

C. 
Systems/Sites/User Served: Systems within the IPG. The sites include Ames, Glenn, and Langley research centers. The user community served will include select researchers and scientists within the NASA community.

D. 
Status: Currently under development.

2. Architecture

A. Define Grid software/services that the GCE currently depends upon and relationship to GF Working Group.
-  Basic Globus services including, GSI, GIS, CoG and MyProxy.

B. Define Grid software/services that the GCE plans to make use of
-  Advanced scheduling techniques as they become available
-  New accounting methodologies

-  Improved Grid Information Services Technology

C. 
Define Grid software/services that are needed by the GCE but are not supported by the Grid
- Job tracking and performance monitoring through event monitoring
- Selective delegated authority.

3. Implementation

A. 
Commodity technologies/software used: PKI, GPDK, GSIFTP, JAVA, JSP, Web Interfaces, XML,

B. 
Proprietary technologies/software developed that can be shared with others
 - Additions or modifications to the GPDK.

    
 - Modular Launch Pad

4. Supported Grid Services

A. Security

- MyProxy and GSI

B. Information services


- Interface to GIS

C. Scheduling

- Access to local schedulers via Globus

D. Data transfer

- GSIFTP

E. Additional Grid services

- event tracking

5. Project Status and Future Plans


- Planning for initial release with core functionality for the end of March 2001.
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