Scalable Simulations and Control Optimizations for Complex Systems

Project Team: NCSA-William T. (Tilt) Thompkins Lead, FSU-Geoffrey Fox Lead, Los Alamos Decision Applications Division- ??? Lead
Background and Objective

Many important public sector and private sector processes can be usefully modeled as “complex systems”, reference ???, which exhibit both systematic and random behavior over time. These systems are also subject to “demand” inputs that have systematic and random fluctuations. Examples include business supply chains, military or business logistics chains, airline operations, product development systems and so on. 

Operators of such systems are forced to choose system control metrics and inputs, or operating policies, which yield acceptable or optimum behavior over multiple process realizations and multiple sets of expected demand inputs. Examples include airline yield management policies, military unit deployments policies, new product introductions and so on.  We refer to optimizations that evaluate and improve planning and operating strategies or choose optimum policy parameters through interaction with dynamic process simulations as policy-level optimization.

Large-scale simulation of complex systems, typically modeled in terms of networks of interacting agents with incoherent , asynchronous interactions, face different computational difficulties than data parallel applications such as fluid dynamics or structural mechanics. In general, the interactions between agents can only be modeled by event-driven methods that cannot be parallelized effectively even though simulation of individual agents can be often be parallelized and groups of agents simulated concurrently.

Creating a Decision Application Object Framework, DAOF, that can support policy optimization and simulation of those complex systems whose time evolution can be modeled through a set of agents independently engaging in evolution and planning phases, each of which are efficiently parallelizable, in mathematically sound ways that also support computational scaling is our objective. 

Prior Work and New Collaboration Opportunities:

Over the last several years, the project team members have been individually exploring optimization applications, distributed data structures and object-oriented techniques to achieve computational scaling, and new approaches to complex system simulation. Some recent efforts relevant to creating a decision application framework include:

· Policy-level logistics resources optimization demonstration for an F-16 wing deployment developed for the Defense Modernization PET program that integrates stochastic optimization methods with Monte Carlo simulations of the F-16 wing flight operations, maintenance, and repair process;

· Distributed data structure demonstrations for multi-media repositories and event-driven simulation models for the NCSA PSP Technology Development program; 

· WebHLA framework that offers open implementation of DMSO, Defense Modeling and Simulation Office, HLA, High Level Architecture, in terms of a suite of emergent object standards that utilize Java, CORBA, COM and XML standards.  WebHLA is an interactive 3-tier environment including: a) DMSO HLA architecture with an object-based Web RTI implementation in the middleware; b) Web/Commodity front-ends (such as Web browsers or Microsoft Windows); and c) Customer and application specific back-end technologies (ranging from legacy systems such as relational databases to HPC modeling and simulation modules; 

· Parallelization of the Comprehensive Mine Simulator onto the Origin2000 for the Defense Modernization PET program, which demonstrated large-scale parallel operation of object-oriented, event driven simulations of placement and tracking of 1,000,000 individual mines with near linear speed-up on up to 64 processors; and,

· Large-scale simulations of complex systems by the Los Alamos Decision Applications Division. This Division is developing new tools and techniques for systems can be modeled in terms of networks of interacting agents with incoherent asynchronous interactions. Their approach can be much more efficient that traditional methodologies and appear applicable to any large complex system driven by global policy constraints.

The proposed new project will allow these teams to work together to understand new approaches to parallelization of complex system simulations and to understand the computational support needed for needed for simulation and optimization. It will also demonstrate our ability to organize and execute projects across multiple entities, NCSA’s Private Sector Program, academic institutions, and government institutions.

Desired System Elements/Characteristics

The project team’s prior work allows us to make a preliminary identification of the qualities that a Decision Applications Object Framework must supply to support a policy-level optimization approach.

On the simulation side, we must provide the RPC, Remote Procedure Call, capabilities that DoD’s HLA and commercial technologies like CORBA provide for integrating disparate applications in a language-independent process. Without RPC capabilities, the resources and time required to develop and validate a new application version explicitly for optimization tasks becomes prohibitive. In addition we must provide new capabilities for distributed data structure support and application execution scripting so that we can significantly reduce the burden of making novel combinations of software components and parallel versions of software components where practical.

On the tools side, we need to be able to closely link statistical analysis tools, parameter estimation tools, and generic optimization tools, to the simulation process so that overall model analysis and validation proceeds in step with developing control policy optimizations.

On the computing infrastructure side, we need access to distributed processing resources, computers, networks, visualization, and data repositories, whether these resources are closely linked as a site or a single machine, grouped as meta-resources though systems such as the PACI Grid, or as processor clusters running Linux or Windows.

Project Approach

We will realize our objective of building a DAOF (Decision Applications Object Framework), see figure below, that supports decision analysis and optimization for complex systems in a mathematically sound and computationally scalable form in two phases. In Phase 1, we will experiment with computational framework implementations to identify more formal software requirements and large-scale application opportunities. In Phase 2, we will build a robust implementation and demonstrate two or more large-scale applications. The current proposal is for the Phase 1 activities. 
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Phase I Approach:

We will develop our understanding the technology gaps and application opportunities by developing and integrating applications into candidate DAOF implementations, integrating multiple tools for systematic analysis and optimization into the candidate frameworks, and exploring the opportunities that exist in business and public sector applications. 

1. Candidate Implementations

For candidate 1 we will develop a javaSpaces implementation of the F-16 wing logistics optimization. JavaSpaces and Jini are the Sun Microsystems frameworks for creating distributed, network-based services. This candidate allows us to focus on distributed data structure development and novel application execution scripting. 

Candidate 2 will be the WebHLA framework developed to implement the DMSO HLA, High Level Architecture, in terms of a suite of emergent object standards that utilize Java, CORBA, COM and XML standards.  This candidate allows us to focus on emerging commercial standards for data interchange and remote object execution protocols as well as providing immediate access to numerous application implementations within the DoD community.

For Candidate 3, we will explore using the Los Alamos Decision Application Division approach to reduce computational burdens of complex simulations evaluate the generality of their and it’s relation to other distributed computing approaches.

2. Integrate multiple tools for modeling analysis and optimization into the candidate frameworks

3. Evaluate large-scale application opportunities by:

· Selecting a PSP partner and test application that can scale to a computationally large size and demonstrating a proof-of-concept implementation

· Select a DoD partner and test application that can scale to a computationally large size and demonstrating a proof-of-concept implementation

4. Developing a technology gaps assessment

5. Developing requirements definition and use cases for a DAOF. 

Phase I Deliverables:

· DAOF prototypes including integrated statistical and optimization tools

· White paper on proof-of-concept applications: 

· descriptions, small-scale results, potential impact assessment

· DAOF Technology gaps assessment

· DAOF requirements study

· Phase 2 DAOF development plan

Phase 1 Resources: Start Sept 1 2001. End Aug 31 2002.

Summer 2001 coverage for Fox time from an existing project

People: 

FSU: Graduate Research Assistant, 2 summer months salary, Geoffrey Fox

NCSA: Academic Professional FTE, 

Equipment -  $10,000

Travel – $10,000, 10 trips at $1000 each


Total Budget - $150,000

�








6

