ARL Quarterly Report from FSU April 1 to June 30 2001

Papers Published 

1) S. Pallickara, Grid Message Service, Syracuse PhD June 2001
Papers to be published

1) G. Fox, S. Pallickara, Routing Events in the Grid Event Service (and other papers prepared from Pallickara’s thesis work)

2) G. Fox and Research Group, Collaborative Portal for Scientific Research: Application to Earthquake Science, Special Issue Concurrency and Computation: Practice and Experience

Meetings:

1) April 10-12 2001: Review of ASCI Problem Solving Environments Software, Livermore, CA.

2) April 30 to May 1, 2001: ARL Mid year Review.

3) April 25 2001: Access Grid Training Session for ERDC and Jackson State University, NCSA Access Center, Washington DC.

4) May 7-9 2001: HPDC Conference meeting and Global Grid Forum Chairs Meeting, Berkeley CA.
5) May 16-17 2001: Invited presentations by G. Fox on Collaboration Systems and Computational Science at UC Davis

6) May 20-22 2001: Grid on the Go Workshop on Wireless Technologies and Grids at Urbana

7) May 21-23 2001: Grid Forum GCE (Grid Computing Environments) working group meeting at SDSC. Gateway presentation by M. Pierce and standards discussions
8) May 24-25 2001: NCSA Partners Meeting at Urbana with first demonstrations of Garnet Collaboration System

9) June 2-4 2001: ACM Java Grande - ISCOPE 2001 Conference, Stanford (G. Fox presentation on Peer to Peer Grids and Java Grande Forum meeting)

10) June 6 2001: Meeting in Pittsburgh with Carnegie Technology Education (CMU subsidiary) on IMS/ADL standards and distance education

11) June 17-21 2001: European Union Meeting on Problem Solving Environments, Pisa Italy (invited speaker on Peer to Peer Networks and Grid Forum activities in portals)

12) June 25 2001: Invited Talk on distance education (G. Fox), American Physical Society Meeting on Computational Physics

Meetings at ARL
1) April 16 2001: G. Fox and Professor N. Chandra (at FSU and working with ARL in CSM area) meet with Dr. Radhakrishnan and Dr. Namburu to discuss multidisciplinary CSM applications and the ARL Collaboratory.
2) April 30 2001: Meeting with Dr. Namburu and J. Clarke on ARL CHSSI ICE Project

3) May 1 2001: Meeting with J. Vines, S. Wilkerson and D. Moses at ARL (End of Mid year Review)

4) May 28-30 2001: S. Wilkerson from ARL visits FSU to discuss Collaboration systems – including Access Grid -- and Gateway

Events in Next Quarter (Through August 9)

1) July 2-3 2001: Dr. Pierce from FSU visits ARL to discuss Gateway
2) July 16-18 2001: Global Grid Forum 2, Washington DC

3) July 23-25 2001: Invited Presentation by G. Fox at Livermore meeting on Component based Software for Scientific Computing
4) July 30-August 3 2001: Workshop (including tutorial on Gateway and seminar on Garnet) on Computational Earth Science at Maui High Performance Computing Center

Accomplishments and Technical Progress

Core Support

We continue to track developments in the areas of collaborative technologies, hand held devices, information systems,  computational and training portals, and identify interesting emerging areas such as .net and peer-to-peer systems.   Appraisals of some of the latest of these technologies, particularly collaborative systems, are contained in the Survey of Collaborative Tools and Systems, submitted to ARL last quarter and summarized in the previous quarterly report.  The Grid on the Go conference, which we organized and was held in this quarter, highlighted the wireless and hand held device area. This was attended by ARL personnel and was considered quite successful. We followed up the collaboration survey with several visits and interactions with ARL. These included discussions of features that could be used in Adelphi technology showcase demonstrated to us by Dr. Radha. We identified technology concepts that could be useful and transmitted these in a short memo to ARL. This included suggestions:

a) Collaborative Environment with ability to modify what sent to each screen

    Allow different screens to be controlled by a single program with screen dependent filters. This is implemented using collaboration technology with a set of "users" -- each screen is a user with a particular profile describing display characteristics.

b) Capability of Control by hand-held interface

    Each screen (or more precisely set of screens as in a)) can be controlled by hand-held device or by desktop. This is enabled by collaboration systems (such as Garnet), which allow either desktop or hand-held devices

c) Incorporate some sort of virtual reality (VR)

   Allow screens in "collaboration" to be VR enabled as in Immersadesk

d) Include audio-video conferencing

   Allow conferencing to be used within system either from large rooms or desktop environments. Make these interoperate and be secure so one can support conferencing and shared displays within different security domains. (classified, Adelphi arena, ARL, the world)

e) In community areas support wireless PDA and laptop clients.

   Incorporate into collaborative sessions so you can keep audience alert with quizzes and related interactivity (secure Instant Messenger etc.)

f) Support seminars i.e. collaboration across ARL

   Automatic from above capabilities

g) Cameras in technology corridor picking up individuals as they walk

   The conferencing and shared displays should include technology corridor

h) Cameras in fixed observation points

   The conferencing and shared displays should include public areas such as ones near front entrance

i) More powerful job status displays

   We should deploy computer portal technology to allow scientists to use technology area for science -- get better job submission, status and visualization
We also discussed in detail the ICE project at ARL and its interactions both with Gateway and the Grid Forum. ARL identified S. Wilkerson as their point of contact and we have had a series of meetings with him. They have covered:

1) Gateway Web Submission Portal,

2) SVG based collaboration tools,

3) XML technologies and standards

4) HearMe internet audio

5) Access Grid

Communication Tools 

We completed our two Access Grid Systems this quarter and we intend using these for audio-video conferencing support with either Garnet or commercial systems for shared documents. We will experiment with this hybrid approach in a distance education class to Jackson State University this fall. We arranged for ARL to link with NCSA for further discussions of Access Grid technology and its possible installation at ARL sites.

We have been developing the Garnet System for collaboration with a focus on object sharing capabilities.  This system incorporates lessons learned from Tango from Syracuse and commercial systems like WebEx and Centra.  Garnet is built using commercial infrastructure components and standards and incorporates an integrated event model based on Java Message Service that FSU has developed.  Special system features include shared display and shared exports such as a shared SVG viewer for Flash, scientific collaborative white board, PowerPoint slides, and scientific visualization.  Garnet is geared towards universal access, with support for both hand-held device and desktop client displays.  The system was first demonstrated in May 2001 with prototypes of all these capabilities.

Gateway Problem Solving Environment and Computational Portal

The ASC/ARL Gateway effort in this quarter continues the basic system development.

1) Evaluation and initial development of collaborative and remote visualization capabilities;

2) Development of special tools such as an SVG-based whiteboard and an XSIL and Java3D-based Molecular Viewing Tool;

3) Application of previously developed generic portal tools (job submission, file transfer, etc.) to a portal for Computational Structural Mechanics.

4) Integration of Gnuplot as a simple generic collaborative visualization system and investigation of more sophisticated tools.

We have focused a specific ARL Gateway installation on its use with the Ansys CSM code. This has the following plan, which is in process at this time (at steps 5 and 6 below) and managed by weekly phone conversations.

1) Install and test servers on ARL account.

2) S. Wilkerson gets Gateway account and keytab file made.

3) S. Wilkerson sends M. Pierce example Ansys GRD script(s).

4) M. Pierce write minimal GRD script generator.

5) S. Wilkerson tests ARL Gateway installation: does it have minimal functionality and reliability to support early users. If not, list problems that need to be solved.

6) Compile list of desired (but not critical) improvements and additional features. 

7) Add 1-2 friendly early users for Ansys application.  Preferably, one user will be advanced (knowledgeable script writer, sophisticated user of Ansys) and the other will be more of a beginner. Support with teleconference (user(s), S. Wilkerson and M. Pierce).

8) Get feedback on user interface, ease of use, desired improvements and new features. (Create Web interface for user generated questions and answers)

9) Add more users (3-4 total?). Kickoff and update teleconferences again for users.

10) Add/improve support for additional codes (Abaqus, Matlab, etc..).

11) Look for ways to publicize work to the HPCMO:  journal article, ARL technical report, perhaps Mod Office presentation.

Future Steps

During the final phase of the effort (through August 9 2001), we will work with ARL for a smooth transition to the future efforts, which will be led by HPTi in the collaboration technology area. If ARL is interested in use of the Access Grid, it will be particularly important to address this. SDSC and the University of Tennessee will lead portal and Problem Solving Environments work in the PET follow-on. We will work with these universities and ARL in whatever way we can add value. We will continue to work through the Grid Forum to establish best practice and standards where appropriate.

