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Title:  Investigation of Object Grid Technologies for C4I 

PI:       Dr. Geoffrey Fox

Email: gcf@indiana.edu


Voice: (315) 254-6387


Fax: N/A Yet
Team members: 1 Graduate Student at Indiana University, Pratt at SAIC for C4I contacts

Functional Area(s):  FMS with links to CE/ET for Grid Technology
Problem Description: C4I receives significant emphasis in the PET RFP description of the "Forces Modeling and Simulation/C4I" or FMS functional area. This side of FMS did not receive much emphasis in the first round of PET – C4I was not part of a CHSSI project and does not directly use HPCC simulations. However the C4I and PET communities are now much closer as the concept of the Grid linked to distributed object and digital library technologies is central to C4I. To quote from the PET RFP: "FMS integrates high-speed command, control, communications, computers, and intelligence (C4I) systems to manage a battle space ….". Such distributed system integration is precisely what a Grid does to create a general "System of Systems". Grid technologies are now a major focus of the HPCC community and the PET team in particular. The PET RFP goes on "….. provides large-scale simulations of complex military engagements" which corresponds to the use of HPCC simulation resources on the Grid. Application specific Grids are now becoming quite common with the NEES Grid in Earthquake Engineering, the Particle Data Grid in Physics and the ambitious e-Science initiative in the United Kingdom. We also note that Tango Interactive was originally built by Fox as a very early web-based C4I system and the concepts of this research system are now seen as collaborative portals in the Grid Computing Environments working group of the Grid Forum. The value of modern computer science research in C4I systems was highlighted in a NAS Study “Computing and Communications in the Extreme” led by Ken Kennedy. This working group (of which Fox was a member) also stressed the importance of linking C4I with civilian crisis management systems. This will lead to more effective crisis management systems, which will link to the C4I used by military units assisting in a crisis. Building C4I on pervasive Grid frameworks can lead to more cost effective higher functionality systems for the military. We suggest that is very important to link more closely Object Grid and C4I communities and systems – this project is a modest step in this direction.

Project Solution: Although one could build Grid-based C4I systems, this does not appear the correct first step as we need to get “buy-in” and requirements from the user base. We suggest that a reasonable approach is to work with the user community to understand the current status of C4I systems and how the current architecture maps into that of the Grid. At a more detailed level, we should map C4I requirements into existing or potential Grid Services. For instance the Grid Collaboration service links commanders to those in the field for C4I; the visualization service becomes the 2D and 3D (shared) map of the engagement area; the Globus enabled computer access of the Grid enables look-ahead simulations and the data(base) Grid Service allows C4I participants access to the information needed to make good decisions. Services like security are critical in both the Grid and C4I and it is important to understand differences between current Grid security capabilities and those needed in C4I. We will use existing contacts through HPCMO(ASC), DISA and Rome Laboratory (Fox), SAIC (Pratt) to identify C4I users and systems. We will add selected Crisis Management contacts (e.g. from the Earthquake area where Fox has contacts). We intend that reports at the 6 month and 12 month points will document this study. In the following year we can expect that this project will either lead to further PET projects or use by the C4I community of the HPCMO Grid – perhaps the simplest linkage of C4I and the HPCMO is using the supercomputers for look-ahead simulations. This would naturally take advantage of seamless access and other portal services of the HPCMO Grid.

This project will leverage IU’s Grid Laboratory (Fox, Dr. Dennis Gannon, Pierce, and Dr. Beth Plale) with three new hires this year.  The IU Grid Lab is funded by the University at approximately $1 Million per year through a Lilley Foundation grant, and its resources and expertise will be available to support this project.  

Project dependencies/interactions: There are broad links to other Grid related projects in PET but no detailed dependencies

User impact/advocacy/collaboration:  C4I is a major activity throughout DoD with important civilian applications to crisis management. Identification of ways that the rapidly evolving Grid Technology can be used in C4I could lead to important advances in interoperability (Civilian/military and internally to DoD), functionality and cost reduction. 
Deliverable(s):  

April 1 2002: Interim Report on the C4I Object Grid

September 30 2002: Final Report with suggestions with follow up activities

Project Team:  Indiana University (IU), C4I DoD Community (Rome Laboratory, ASC, DISA etc.), SAIC
Cost/options: Total Cost for year $70K at Indiana University. 
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