RFP NO. 4TS-TT-01-0001

High Performance Computing Modernization Office

DOD Information Environment
Participating Site Specifications and Requirements

(PSSR)

The Department of Defense High Performance Computing Modernization Program (DOD) HPCMO has a requirement to implement a secure, web based, Information Environment (IE).  The goal of the IE is to provide the HPCMP community seamless access to distributed relational data, improve information sharing/gathering among HPCMP associated sites, standardize data exchange/reporting, and integrate data into a common information architecture. The IE contract was awarded June 15, 2001 to HPTi/NACSE. The contract covers 1-year period of performance including a 6-month warranty service for problem resolution/bug fixes and HPCMP community training. The end goal is to bring IE users and existing SRC operational staffs up to a proficient user/sustainment level, after which upon completion of the warranty and training periods, participating sites will be expected to manage, maintain and possibly upgrade the production product.  More clarification on IE oversight, guidance, version control and management processes will be forth coming.  

You have been selected by the HPCMO as one of ten participating IE sites. Each participating site will need to assess, determine and establish what, who, how, and when they will offer support during the development, deployment, and training phases, and also what GFE/GFS costs and/or additional operational personnel will be needed to sustain the production system.  This document is intended to provide you the information needed to conduct a reasonable cost analysis and offer an IE participating site budget plan.  Please complete and submit the attached budget plan to charlotte.coleman@wpafb.af.mil by COB June 22, 2001.  If you have any questions please contact Charlotte Coleman at 937-904-5151.  

IE will include: 1) A single uniform system built on top of an existing heterogeneous set of repositories, 2) A common user interface and data architecture supporting user contact, project, allocation, utilization, queue status, queue structures and hardware characteristic information, and 3) A distributed database built from existing databases, 4) A data architecture implemented using industry standards and implemented in a secure robust environment supporting 24 x 7 operation.  

The winning contractor is responsible for: 1) Establishing mechanisms to link IE to local sites for data access and updates, 2) Establishing filters to do simple checks on data validity, 3) Providing installation, usage and maintenance training, 4) Providing a service for the resolution of critical and all other reported problems/bugs within 24 or 72 hours respectively, for a period of six months after initial deployment, 5) Establishing a scaleable IE system capable of cleanly adding and removing n number of participating sites, 6) Installing and integrating the IE system at a minimum of ten HPCMP sites, and 7) Provide a post “Acceptance Period” report which captures lessons learned, unforeseen domain specific/cross-site dependencies/anomalies, etc. 

The individual site(s) are responsible for: 1) Generating standard data repositories, which conceptually represent the management mechanism by which IE information is sent and received between participating remote sites, 2) Populating local standard data repositories and handling any local idiosyncrasies in interfacing with the standard data repositories and/or the IE data architecture, 3) Validity of local data values and local repository changes needed for conformity with IE standard data repositories and IE data architecture formats.  
Government Furnished Equipment Specifications  (Re-utilizing of existing systems is preferred where applicable and/or appropriate)

· Host Site (ASC) - a) 2 host servers, 100G disk, 1 dedicated data architecture/database and 1 dedicated user application servers, communicating via SSL; b) 1 KDC server

· Non-Host Site  – a)  

Government Furnished Software Configuration  (Re-utilizing of existing systems is preferred where applicable and/or appropriate)

· Host Site (ASC)  –  Oracle8I, Kerberos5, XML, Perl, DBI, SSL, Apache/MOD SSL

· Non-Host Site - 

Government Furnished Information 
Many partial solutions are currently in place throughout the HPCMP. Existing solutions, functionality and operational information where relevant, appropriate, applicable and available will be made available to the winning contractor.

(NOTE: Each SRC that funded and/or owns any IE partial solution should address this)

Operational Requirement (Re-utilizing of existing processes/procedures and personnel are preferred where applicable and/or appropriate)

· Highly available data resources, 24x7 operations

· Data Architecture update/upload/download at least once daily

· Full weekly host server backups, daily incremental backups

Sustainment Personnel Requirements 

Host Site:

· Host Site (ASC)  - 10 % FTE/ 2hrs/week/ System Administrator; 20% FTE/ 4hr/week/ Database Administrator

· Non-Host Site - 5 % FTE/ 1hrs/week/ System Administrator; 10% FTE/ 2hr/week/ Database Administrator
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1.0 Develop Detailed Project Plans

1.1 Develop Detailed Task Breakdown

1.2 Develop Project Control Plan

1.3 Coordinate Detailed Project Plan With Customer

2.0 Design System Architecture Rqts.

2.1 Identify System Architecture Requirements

2.2 Model System Architectures

3.0 Develop Prototype Applications

3.1 Develop Component Architectures

3.2 Develop Component Software

3.3 Test and Integrate Component Software

3.4 Deploy Prototype System

Prototype Release

4.0 Enhance Beta Applications

4.1 Identify Component Interface Rqts. 

4.2 Develop Component Software

4.3 Test and Integrate Component Software

4.4 Deploy Beta System

Beta Release

5.0 Develop Final Release Applications

5.1 Develop/Update Component Architectures 

5.2 Develop Component Software

5.3 Test and Integrate Component Software

Final Release

6.0 Install and Integrate Full Release System

6.1 Develop Integration and Validation Plans

6.2 Develop System Testing Plans

6.3 Execute System Testing Plans

6.4 Deploy Final System

Prototype Release

Beta Release

Final Release
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Training Schedule

	Attendees
	Type
	Objective
	Method
	Schedule

	SRC Site 

Administrators
	Installation
	· Understand architecture and configuration of the IE system and tools

· Tailor to specific site policies and requirements


	· Hands-on training during installation and deployment of beta and final release


	· Conducted while HPTi team is on-site for installation and deployment

· HPTi team will work together with SRC site administrators

	
	Maintenance
	· Monitor and maintain system
	· Hands-on training during installation and deployment of beta and final release


	· Conducted while HPTi team is on-site for installation and deployment

· HPTi team will work together with SRC site administrators

	SRC Site Administrators and SRC Staff
	Usage
	· Use and understanding of Tools 1-5 to enable support to all  users of the IE application tools


	· Classroom seminar

· On-line help

· Video and course material archived on selected SRC Web sites
	· Classroom seminar offered while HPTi team at SRC for installation and deployment – minimizes cost on travel

	SRC Managers

HPCMO
	Usage
	· Use of Tools 1,2,5
	· Classroom seminar

· On-line help

· Video and course material archived on selected SRC Web sites
	· Scheduled to coincide with MSRC & DC center directors meetings



	S/AAA
	Usage
	· Use of Tools 1,2,3,5
	· Classroom seminar

· On-line help

· Video and course material archived on selected SRC Web sites
	· Scheduled to coincide with S/AAA meetings

· DoD HPC UG

	HPC Users
	Usage
	· Use of Tools 1,2,4
	· Classroom seminar

· On-line help

· Video and course material archived on selected SRC Web sites
	· DoD HPC UG

· While HPTi team at SRC for installation and deployment


Development/Deployment Task Schedule  (Relative to award date and contractor/site exchange/interaction, e.g. data structure gathering/refining, GFE delivery, user needs feedback, tool usability evaluation, etc)








