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ASCI Grid 

ASCI will deploy a software infrastructure for resource access and coordination that promotes the use of secured, distributed ASCI resources throughout the Nuclear Weapons (NW) complex. Common access methods to diverse resources, effective utilization by remote users, and support for new network-centric services and programming techniques motivate the decision to adopt grid technologies.

Grid Computing Approach
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The NW complex requires a diverse and dynamic high performance modeling and simulation environment, implying frequent turnover of hardware platforms and software environments to maintain world-class, state-of-the-art computing facilities. Common interfaces to the diverse resources reduce the learning curve in this evolving platform environment, and facilitate remote users. The Globus Toolkit, extended to provide Kerberos-based security, was selected to provide core services for the ASCI grid. A layer of software services above Globus  can coordinate the use of multiple resources or can configure the grid for a particular application.

Kerberos-Based Security Services

Kerberos Version 5 is the primary authentication method in the ASCI grid. A major focus of the past year has been to partner with the Globus Project to provide a Kerberos-secured Globus infrastructure. ASCI developers have adapted Kerberos authentication services for compatibility with open Grid and Globus technology, including the implementation of user-to-user authentication.  ASCI will share these adaptations with the greater Globus community, and will promote their adoption in Internet Engineering Task Force (IETF) standards documents and by the developers of open Kerberos source at MIT. 

The ASCI grid information service uses the Netscape LDAP (Lightweight Directory Access Protocol) Directory Service. Access is authorized via a plug-in from PADL Software Pty. Ltd. that provides a Simple Authentication and Security Layer (SASL) mechanism. Authorization is provided using LDAP Access Control Instructions. 

This diagram depicts an architectural overview of the example earth penetrator design environment accessing grid services.

ASCI developers adapted the same Generalized Security Services Application Programming Interface (GSSAPI) security abstraction layer used by the open Grid and by other technologies into a more object oriented framework called the Generalized Security Framework (GSF). The GSF is available to ASCI applications and environment developers writing C++ or Java code. Demonstration applications have shown that the GSF is a useful framework for adding robust ASCI-compatible security to an application with a minimum of coding or recoding on the part of the application developer. Kerberos-secured Globus services and the first applications to make use of GSF have been submitted to DOE for accreditation in the ASCI classified environment.

Resource Access and Coordination Services

Workflow management and resource brokering services have been developed to support network-centric computing. Workflow management services provide coordinated job submission and file movement between sites, restart loop control, and the ability to define start-finish dependencies between jobs. A work specification is represented as a eXtensible Markup Language (XML) document and provides a grid workflow language that is site and resource manager independent. 

Resource brokering services locate resources suitable for the job request, and optionally select the best one according to a preference strategy configured by the application environment. A resource broker strategy that selects the least loaded currently available resource has been prototyped. Other desired strategies for selecting resources include fastest turn around time and complete by deadline. By registering installed executables as grid software resources, applications may simply request "run code X".

An Example Application Environment

An application environment for the design of earth penetrating weapons is prototyping the concept of simulation as service for certain users. These users interact with services via a web browser, and the analysis and visualization codes execute on available computing resources. In this scenario, the codes may be used by different users and at different sites, different versions of the code must be available long-term, many resources are suitable to execute the simulations, and the design and analysis history must be tracked.

Four distributed design tools have been completed. Two of the tools, the Simple Analytic Model for Penetration with Lateral Loading (SAMPLL) tool and the Cavity Expansion (CE) tool, perform penetrator analyses using empirical and rigid-body analytic methods. The other two tools provide post-processing and visualization through plotting and animations. The tools consist of web-based desktop components, distributed services, and the Product Design Object (PDO) database. The PDO provides a wide range of services for all components, including service lookup and launch through grid services, communication between cooperating services, application state management and event notification, and archiving of design-to-analysis session data.
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Future Work

Kerberos-secured web services and a credential agent for secure desktop clients are needed. Coordinated scheduling of resources via dependencies on events, advance reservation, and level-of-service access will be necessary to enable end-to-end solutions and maximal effectiveness of resource utilization. Storage and visualization resources will be added to the ASCI grid. The earth penetrator design environment will add new tools that increase the spectrum of simulation fidelity, including codes that couple different phenomena. More integrated tool interaction will allow a designer to execute workflows that progress from design to analysis to post-processing.

For additional information about ASCI grid computing contact:
Kathie Hiebert-Dodd, Sandia National Laboratories
(505) 844-2569 klhiebe@sandia.gov
Morris Jette, Lawrence Livermore National Laboratory

(925) 423-4856 jette1@llnl.gov
Randal Rheinheimer, Los Alamos National Laboratory

(505) 667-6456 randal@lanl.gov
For additional information about distributed design tools contact:
Pat Chavez, Sandia National Laboratories
(505) 844-0218 pfchave@sandia.gov
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