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Background

Real-world network performance does not track improvements in core infrastructure.  Researchers continue to experience end-to-end performance of only a few million bits per second despite their affiliated institutions being connected to high-speed wide area networks such as Abilene and vBNS.  Why has performance not increased as infrastructure has improved?  The answer is simple: performance bottlenecks have migrated from the network's core out to its connection points.  The causes of disappointing bandwidth are now more likely to be found within a few feet of a researcher's computer keyboard than they are to be found within network backbones themselves.

One common cause of poor end-to-end performance in research situations is the lack of well-tuned end-system network stacks.  Standard TCP implementations frequently perform poorly over links with high latency.  This is a well-known trait of TCP-based networking, and the US research community has supported a number of successful efforts to provide end-system tuning assistance and education (e.g., DAST) and to develop better and more adaptable TCP stacks (e.g. Web 100).

Another common cause of poor end-to-end performance is network related faults in the last mile, or even the last 100 meters, of a host's network connection.  The experience of the Abilene NOC, echoed by Claudia de Luna at JPL, suggests that many of these performance problems exist in the broadcast domain (i.e., local network segment) of the end-system.  Unfortunately, enterprise network management systems do not typically focus on end-system broadcast domains.  These domains vary dramatically in both their types of equipment and the number of support organizations directly involved with their configuration and maintenance.  A common example is the practice of augmenting the  standard campus network connectivity of a research lab with local hubs and switches.  The ad hoc nature of such augmentations makes them a critical, and usually flawed, part of the end-to-end network path.

A characteristic of network flaws in end-system broadcast domains is that they tend to degrade network performance rather than disrupt connectivity completely.  The sources of these degradation problems are difficult to detect and characterize.  Furthermore, as with infrequent full failures, distributed degradation problems may not seem severe enough to justify specific correction.  In practice, the individual researcher or institution can accumulate a large aggregate economic and productivity loss they would not find acceptable.

This proposal advocates the development of tools and techniques to detect, diagnose, and correct network faults in local broadcast domains, whether they are wired (in particular, 10/100/1000Mbps Ethernet) or wireless (in particular, 802.11b).  These tools will provide the troubleshooter with a useful visual reference for these network domains and automate element-by-element investigation of performance along a network path.  For wireless domains, this task will also include collection of performance data about the local radio frequency environment (e.g., signal to noise ratio and signal strength).

These tools will perform as much measurement as possible through standard SNMP techniques; however, SNMP is not a sufficient mechanism for network discovery in some problem domains.  In those areas we will propose and field new discovery protocols.

In addition to developing technology to manage faults in these broadcast domains, we propose developing a general mechanism for authenticated wireless network access.  We will create this mechanism as an integrated part of this wireless network management project.

These tools will make it economically possible to quantify the aggregated losses caused by poor network end-point tuning.   They will also allow network administrators, support staff, and even end users to visualize performance bottlenecks and their causes.  Once deployed within an enterprise, these tools will prevent these losses from continuing.

Organizational Unit

Indiana University, aided by funding from Lilly Endowment, Inc., has created the Advanced Network Management Lab (ANML) to conduct applied network management research.  ANML is composed of six full time professional researchers/developers and five part time graduate students.

Staff members of ANML conceived and created most of the network management tools the Abilene NOC uses to support the high-performance Abilene network.

ANML occupies a suite in the IU Research Park in Bloomington, Indiana.  This facility has dark fiber access to IU's network infrastructure, which includes high-speed access to the Abilene network.  ANML works in close collaboration with IU's Global Network Operations Center as it develops and tests network management tools.

ANML reports directly to the Office of the Vice President for Information Technology at Indiana University.

Specific Development Projects:

Layer-2 Query Protocol (L2QP)

L2QP is a protocol designed to give a non-trusted organization, such as the network operations center at another institution, the ability to discover the ISO data link layer (e.g., Ethernet) network topology of a local broadcast domain and evaluate the network path to a host in that domain.  L2QP response data enables a network management tool to create a diagram of an end system's broadcast domain and real-time operating status.  

L2QP mimicks standard traceroute probes.  Network elements that are not L2QP-aware simply issue standard responses, but network elements equipped with L2QP agents also recognize a signature field in the traceroute packets and then establish a communication channel with the L2QP client.  The L2QP agent uses only standard SNMP queries directed to switches to determine the topology and operating status of the local broadcast domain.

ANML is also writing an L2QP client in Java that uses a normal Web browser as its standard user interface.  We have already developed a prototype of this client and demonstrated it to commercial vendors and other users within the Internet2 community.  Their response has been overwhelmingly positive.

This L2QP client supports a variety of display formats, including Scalable Vector Graphics, a developing W3C standard (http://www.w3.org/Graphics/SVG/Overview.html); and a text format readable by Microsoft Visio 2000.  The client can quickly determine the data link layer topology of a broadcast domain and use SVG to display that topology together with real-time traffic and error statistcs.  Future versions of the client will include the abilities to query L2QP agents and to discover network layer topology.  This will support the automatic creation of a detailed network diagram for an entire enterprise network.

Wireless Access Manager

The wireless access manager provides both authenticated access control for wireless users and a vantage point for network management activity.  The manager is ideally positioned to gather wireless network performance information.  In addition to controlling access and collecting usability statistics, the manager provides DHCP and SMTP mail redirection services.  (This allows users to keep their existing SMTP configurations regardless of the anti-spamming configurations used by their ISPs.)

The manager controls access by directing users to a Web-based authentication screen.  Once a user has authenticated, the access manager becomes transparent to the user.  While the user's session is active, the manager periodically collects and stores telemetry data related to the wireless environment.  In addition to gathering this data, the manager  examines individual TCP sessions in order to determine their throughput and loss characteristics.  The manager can then optimize service by using this combined data to fine-tune various parameters.

IPv6-Ready SNMPv3 Library for Java

This library implements the SNMP API for versions 1, 2c, and 3 of the protocol and also supports directed broadcast queries.  When implementing the L2QP agent, we determined that using directed SNMP broadcasts can speed up the discovery and query of SNMP agents.  We believe that this broadcast SNMP function is unique to our SNMP library.  In addition to supporting broadcast SNMP, the library can handle a large number of pending SNMP queries.  Because of this synchronization, our current prototype is capable of sending out over 1,000 queries and processing their results in less than four seconds.  We will also extend our library to support IPv6 when Sun adds native IPv6 support to the Java API (scheduled for v1.4).   This library will be a key part of other Java-based ANML projects such as the L2QP client.

Cross Domain Network Map Navigation API

The automatic generation of network maps for an entire enterprise network already offers substantial benefit, but it would be even more useful if there were a standard mechanism for moving from one network to another when using these maps.  We propose a scheme in which each autonomous system (AS) using our mapping software will register a special hostname with a domain name server under our administration.  When a user examining the network maps reaches the border of one AS and moves on to another AS, the mapping software will use this hostname to locate the system which serves map data for the new AS.  If the mapping software is widely deployed, this will allow a network administrator to determine the health of every data link layer connection in the path between two end systems.

