[ The courses taken at Syracuse University ]

CIS: Computer and Information Science

CSE: Computer Science and Engineering

CPS: Computational Science

500 or higher levels are graduate courses.

Operating System (CIS 657)

Introduction, Processes, Memory Management, File Systems, I/O, Deadlocks, Unix, MS-DOS, Distributed Systems, Communication in Distributed Systems, Synchronization in Distributed Systems, Processes and Processors in Distributed Systems, Distributed File Systems, AMOREBA, MACH

Computer Architecture (CIS 655)

Fundamentals of Computer Design, Instruction Set Principles and Examples, Pipelining, Advanced Pipelining and Instruction-Level Parallelism, Memory-Hierarchy Design, Storage Systems, Interconnection Networks, Multiprocessors.

Discrete Mathematics and Data Structures (CIS 521)

Mathematical Models

Mathematical Reasoning

Propositions, Predicates and Quantifiers, Logical Operator, Logical Inference, Methods of Proof.

Sets

Primitives of Set Theory, Paradoxes of Set Theory, Relations Between Sets, Operations on Sets, Induction, Natural Numbers,

Binary Relations

Binary Relations and Digraph, Trees, Special Properties of Relations, Composition of Relations, Closure Operations on Relations, Order Relations, Equivalence Relations and Partitions.

Functions

Basic Properties of Functions, Special Classes of Functions

Counting and Algorithm Analysis – Basic Counting Techniques, Asymptotic Behavior of Functions, Recurrence Systems, Analysis of Algorithms

Infinite Sets

Finite and Infinite Sets, Countable and Uncountable Sets, Comparison of Cardinal Numbers, Cardinal Arithmetic.

Algebras

Structure of Algebras, Some Varieties of Algebras, Homomorphism, Congruence Relations, New Algebraic Systems.

Structured Programming and Formal Method (CIS 623)

Reasoning about programs: specification, design, and realization of provably correct programs.  Program and data structures, binding, procedures, recursion.

Design and Analysis of Algorithms (CIS 675)

Mathematical foundations and notations, sorting algorithms, heap and priority queues, advanced data structures, hashing, binary search trees, dynamic programming algorithms, greedy algorithms, divide-and-conquer algorithms, graph algorithms, balanced tree schemes, string-searching, maximum flow, elementary computational geometry, elementary computational number theory, and NP-completeness.

Computational Methods for Distributed Information System (CPS 606)

This is the first course in a two-semester sequence covering the application of information technologies of current interest within integrated online environments for distributed scientific computing, online research collaborations, education and electronic commerce. Information technology applications currently in the course include collaborative research environments, genomic database application, electronic logbooks, weather prediction, and teaching and learning systems, but specific applications will evolve rapidly to insure inclusion of leading-edge scientific applications of information technology.
Software Requirement Specifications (CIS 600)

Software specification is perhaps the most important – but most neglected – phrase of software development.  A clear formulation of what the software must accomplish must precede design and development phrases.  This course covers various aspects of structured requirements analysis and software specification such as entity relational modeling, data flow, control flow diagrams, Jackson system development, the Cleanroom approach, SADT, prototyping, and Booch diagrams, formal specifications of software, algebraic specifications, Vienna Development Method.

Software Design Pattern (CSE 687)

Describes simple and elegant solutions to specific problems in OO software Design.  Design Pattern captures solutions that have developed and evolved over time.  Real programming training for each Design Patterns such as Abstract Factory, Builder, Factory Method, Prototype, Singleton, Adapter, Bridge, Composite, Decorator, Facade, Flyweight, Proxy, Chain of Responsibility, Command, Interpreter, Iterator, Mediator, Memento, Observer, State, Strategy, Template Method, and Visitor patterns.

Artificial Intelligence (CIS 667)

Productions and Matching

Production System Methodology, Pattern Matching, Mathematical Formula Manipulation

Knowledge Representation

Characteristics of Knowledge, Knowledge in Production Rules, Concept of Hierarchy, Conversational Front End, Inheritance, Propositional and Predicate Logic, Frames of Context, Semantic Networks, Constraints, Relational Databases.

Search – Notion of Search, Painted Square Puzzle, Depth-First Search via Iteration, Graph Search Techniques, Heuristic Search Methods, Genetic Search Methods, Genetic Algorithm, Two-Person Zero-Sum Games.

Logical Reasoning

Proofs in the Propositional Calculus, Predicate Calculus Resolution, Logical Completeness of Resolution, Resolution Strategies, Nonmonotonic Reasoning.

Natural Language Understanding – Syntax, Semantics and Representation, Computing Interpretations, Dialog Management, English interface to a Microworld.

Vision

Image Formation and Acquisition, Preprocessing, Connectedness and Cellular Logic, Edges and Lines, Region Growing, Shape Analysis, Three Dimensions and Motion, Blocks-World Heuristics.

Neural Networks Background on Perceptrons, Freeforward Networks, Backpropagation, Application to Encoding, Hopfield Networks, Simulated Annealing, Boltzmann Machines, Metropolis Algorithms.

Expert Systems

Integration of AI Techniques, Tools, Hardware, Limits of Expert Systems, Example Rules Bases, and Shell for Expert Systems.

Parallel programming for Simulation Applications (CPS 615)

Covers the modeling of scientific and engineering problems, computational methods, possibly parallel applied to problems.  Topics include matrix methods, numerical methods for ordinary and partial differential equations, random numbers, and optimization techniques.

Object Oriented Programming and Design (OOD) (CSE 687)

Class mechanics, modular programs, OOD models and notations, classes equivalent syntaxes, packaging, includes, namespaces, overloading, abstraction, object model, abstract data types, implementing operators, templates, containers, smart pointers, reference counting objects, software reuse, hierarchy, aggregation, inheritance, polymorphism, loose coupling, multiple inheritance, proxies, error handling, exceptions, STL, documenting OODs with OMT, event traces, etc.

High Performance Computing and its Compilers (CIS 690 – Independent Study)

HPspmd Model combines data parallel and low-level SPMD paradigms.  HPsmd provides a language framework to facilitate direct calls to established libraries for parallel programming with distributed data.  A preprocessor supports special syntax to represent distributed arrays, and language extensions to support common operations such as distributed parallel loops, using High Performance Compilers for Parallel Computing written by Mike Wolfe.

[ The courses taken at FSU ]

COP: Computer Programming

CIS: Computer and Information Systems

MAD: Math

5000 or higher levels are graduate courses.

Database Systems (COP 5710) 
Use of a generalized database management system; characteristics of database systems; hierarchical, network, and relational models; file organizations.

Scientific Visualization (MAD 6408) 

The visual display of information is everywhere: advertisement, computer games, computer information, etc. Applied science is no exception. In the course of the last two decades, the size and number of data sets generated both experimentally and numerically has been growing at an accelerated pace in every applied science and engineering field, e.g., geology, hydrology, material science, meteorology, nuclear physics, and oceanography. Scientific visualization is thus an essential tool to explore, understand, and finally, model this data. Briefly stated, scientific visualization is concerned with the extraction and display of useful information from large-scale data sets. 
In this course, we investigate a wide range of visualization techniques. After a rapid review of essential concepts from computer graphics, including geometric transformations, color, textures, and lighting, we discuss data representations of numerical and experimental data and their sampling, essential to properly understand the tradeoffs between algorithm efficiency and visual fidelity. Several taxonomies that link the underlying data types to the possible spatial representations, will serve to present a broad picture of the discipline of scientific visualization. Visualization paradigms will be described through the capabilities of existing visualization packages. Finally, we will describe techniques to display scalar fields (e.g., flow temperature), vector fields (e.g., flow velocity), and tensor fields (e.g., material stress). Some basic parallel visualization algorithms will also be discussed.
HPspmd Language and its Compilers (CIS 6900 – Independent Study)

HPspmd Model combines data parallel and low-level SPMD paradigms.  HPsmd provides a language framework to facilitate direct calls to established libraries for parallel programming with distributed data.  A preprocessor supports special syntax to represent distributed arrays, and language extensions to support common operations such as distributed parallel loops.  
