Information Technology for PWA Center

We will design the information systems to support this center to respect both emerging technology and the science projects like the Particle Physics Data Grid and GryPhyN that are currently building on them. The latter projects have their major focus on transparent access to data whereas we will focus on an application specific end-to-end system to support PWA analysis. Key technology concepts include:

1) Use of object based data systems specified by XML schema and stored in traditional (Oracle) or more specialized XML or Object databases.

2) Underlying Grid infrastructure providing distributed access to distributed resources with high performance when needed – the recently announced DTF from NSF is a nice example of this.

3) Capabilities on the Grid constructed as Services with well-defined interfaces compatible with Industry standards (WSDL). These services can be linked together

4) Collaborative environments exploiting the new peer-to-peer concepts and including older shared application models and using technology like the Access Grid

5) Multi-tier architecture with “system” (middle-tier) software built using Java or C++ with object models based around Enterprise Javabeans and/or Corba

We can assume that a basic high energy data analysis environment respecting these (and/or other emerging) ideas will be available and will ask how we should exploit and enhance it for the PWA Center. Key projects will be

· The design and implementation of an object model to support all aspects of PWA analysis including theoretical and observational quantities. This will be built as an XML Schema. We will inherit existing work of this type, which we expect to be available for much of the information we will use. Outside this project we expect object models to be built for basic experimental data, simulations and the rich set of documents needed in any scientific team project.

· Packaging of data sources and analysis programs as Grid Services; these include access to basic data, optimization program, construction of model functions, accumulation and display of results, storage of information. 

· Deployment of basic Collaborative Grid infrastructure including audio-video conferencing, servers, computational resources and databases

· Techniques to cope with new experiments (such as Hall D), which should naturally fit into this information technology environment as well as existing observations, which will need to be “wrapped” or migrated.

