Community Science Grids or Science Grids for Everyone

Or Science Grids for the Americas

Or a Universal Science Collaboratory

Grids have achieved substantial successes recently but in most cases have been applied to “high end” applications enabling large-scale simulations and data intensive problems using the rather few major supercomputers at the national centers. Further the users have tended to be a few highly expert scientists leading their field. These uses of a Grid are important but as in the analogy with electrical grid structure, Grids should serve the people and enable all to access information, computing, instrument and sensor resources. Here we focus on Science Grids – organized collections of resources enabling research, education and outreach for science; we could also use the term e-Science to adopt a term popularized in Europe. We will target our Science Grids at the broadest base of users with four especially identified classes of users

· The traditional NSF single investigator – “Small Science”. This we model with a set of science projects at Indiana University.

· The emerging research and education communities without the long tradition of R1 colleges. These we exemplify by the Minority Serving Institutions of the AN-MSI collaboration.

· An international science community in a particular discipline with a broad range of needs. This we model with ACES – The US, Australia, China, Japan and Australian collaboration to develop earthquake simulation and sensor processing collaboration.

· Those users with disabilities for who access requires special attention.

Each of these four classes highlights special features of a type of community of which there are many examples.  E-Science includes both education and research and we will include aspects of both of these. Outreach is achieved by enabling a Science Grid for the general user – the underlying theme of this effort.

We of course require an e-Science model that scales from community users to the tip of the research pinnacle. We achieve this by involvement with existing Grid projects of this latter style – in particular Gryphyn and iVDGL and adopting a technology model that includes these projects. It is attractive to imagine a seamless model with millions of democratic equivalent clients (peers) using a Science Grid. However we expect that at least initially a hierarchical model is more practical and we imagine peers are clustered – either formally or informally, either statically or dynamically. Each cluster is associated with an organization that can provide support customized by either user characteristics, geographical location or both. We will develop and test the concept of such an SGCS – Science Grid Cluster Support center that is associated with groups of users. This at one level corresponds to an online resource supporting a teacher responsible for the learning environment for a class of students. At another level, a SGCS generalizes the well established “computer center” (at a University or other organization) just as a Grid generalizes the concept of a computer. We can exploit this analogy, as we know that as such clients (peers) get more expert, they tend to disdain using computer centers and distributed support is developed. 
What is involved in building Community Science Grids? 

Probably most importantly, there are very serious social and cultural issues to be addressed, as we need to present information in the way a particular community is both physically and culturally able to absorb it. It is relatively clear how this is addressed technically. All systems must separate information and knowledge content from their presentation to the users – today this is achieved by careful use of an XML content layer. It is much harder to understand what access modes are best for each community and how we present the content appropriately. Here the work would include universal access using the expertise of the Wisconsin Trace center. Further AN-MSI brings expertise on identification and support of the distinct cultures of communities such as the Indian Tribal colleges and the HBCU universities.

A major research area will be scalable Grid technologies that can support such diverse communities with in particular needs for dynamic support for (inter)national collaboratories. Our approach involves augmenting current Grid approaches with those of the peer-to-peer networking field. These allow the type of informal locally supported dynamic Grids we see as necessary. P2P Grids provide the technology to discover and link the needed custom components to support a particular community. However we need to able to support the development of Grid based Science in a way that supports customizability. Here our approach is based on a Grid Service framework where in services we include both core Grid services such as security but also higher-level application services. For example “Publish a Paper”, “Solve Finite Element Equations”, “Submit a homework” and “Search for information on Quarks” are sample services in Science research and education. Our framework exploits work of the Grid Forum and recent commercial web services activity leading to standards such as WSDL and UDDI. The Service model allows us to build e-Science in a modular fashion out up of basic services. The “Study data from space” service could for instance involve the services “Access the Space Internet”, “Sensor Service”, multiple “Signal Processing Services” “Visualization” and “Data Analysis”. These service components would be standards compliant so we can modify, as needed basic services to deliver on our requirement of a dynamic customizable Science Grid. For example in the NASA research example sketched above, we might change “Access the Space Internet” to “Access NASA archives at JPL” when using this space data analysis service in K-12 education while other modules would be identical whether client is mission project manager or K-12 classroom. Again if the user had limited vision we would change the “visualization” service to the “auditory Image” service.

This project includes multiple phases – identification of requirements; design of a peer-to-peer Grid Service framework; development and refining relevant technologies; deployment and evaluation of multiple pilot projects in the four user classes identified above. Each project would be of a size that it would be supported by a single SGCS and design and development of this mentoring/support infrastructure is critical to our approach.

