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A Proposed Interchange for Joint Research Entitled:   


                                      High Performance Web-Grid Services 





ABSTRACT





(The abstract should summarize the purpose of the interchange and be understandable to a non-technical reviewer.  It should not exceed 150 words.)








The NASA Information Power Grid (IPG) is a set of resources that are tied together by a set of networked “services” that provide security,  resource management, and user support.   The result is  a unified information and computational  problem solving environment to support NASA’s scientific researchers.   A Web Service is a new approach to defining services that allows a networked resource to be defined by a simple XML document which defines the way in which other  applications and service access and interact with it.    While this technology has been invented for e-commerce, it is also important to e-science. This project will study the construction and deployment of high performance Grid services based on the emerging web services framework.   This work will also seek to incorporate a distributed software component framework into the services model  so that Grid applications can both use Web-Grid services and appear as a service to other Grid applications.   The component model we will use will be based on the proposed DOE Common Component Architecture, which is a framework for building re-usable parallel, and distributed applications.   In the first year of the project we will study IPG grid services and application and decide how they can be implemented in terms of the component/web-services model.  Our effort will also focus on building high-performance extensions of the remote invocation and messaging software standards used in standard web-service frameworks.  In the second year, we will work with NASA scientists to deploy and test these new technologies in the IPG.   We will also explore incorporating both asynchronous and synchronous collaboration technology into this framework. 
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RESEARCH STATEMENT








(The research statement by the proposer(s) should address the technical aspects of the proposed interchange, but should avoid the use of jargon.  This section ordinarily should not exceed four or five pages in length.)


Overview


Several important Grid Services have been developed – prominent examples are in the areas of security, job submission, and resource information. We expect this trend to continue and be enhanced by the recent activity to define a general framework to define a web service where for example the Web Services Description Language (WSDL) has been proposed to W3C as a definition language for web services. This work is continuing with other activities such as Universal Description, Discovery and Integration (UDDI) (used to register and discover web services) and the Web Services Flow Language (WSFL) (which describes paterns of composition and information flow for web services). Applying these ideas to the Grid, we see the development of standards to define, compose, register and discover Grid Services. The generic standards will be further enhanced by application specific efforts to define specialized services  -- we see the development of further standards for “computers as a Grid Service”, “sensors as a Grid Service”, “signal processing as a Grid Service” to complement commercial standards such as “book selling as a web service” etc. Then in plug and play fashion we can build complex services composed of simpler standards compliant components. As an example, a space science analysis system might use the Satellite (inherited from sensor), multiple signal processing services (compression, Hough transform etc.), storage, computer, visualization and portal building services. The book selling service might be built in terms of registration, digital library, payment, reader comment, shipping and inventory control services. More generally the Grid Service model is natural way of implementing concurrent engineering with multiple disciplines and distributed engineers; this is an area where NASA already has substantial investment. This Grid Service framework for building and composing web-based applications is not new – but the agreed standards are a critical opportunity to build more complex sustainable services. In particular Multi-disciplinary design and optimization systems (as already built in NPSS, FIDO, Arcade and similar projects) may well not need major changes to be used as a standards compliant Grid Service.


	High performance computing has invested substantial effort into building computing environments including frameworks to integrate different modules in a component fashion. This extends successful ideas such as libraries and templates to more powerful linkages. The Common Component Architecture (CCA) spearheaded by DoE is a prominent effort to develop a component framework for high performance computing (see talk by CCA lead Rob Armstrong of Sandia at http://www.llnl.gov/CASC/workshops/components_2001/viewgraphs/ RobArmstrong.ppt). CCA has both a component model and an associated set of Scientific Object specifications such as SIDL and ESI. We believe it is very important to investigate building component architectures on principles that have as broad a commodity base as possible. This will lead to more sustainable software, which can use the rich range of capabilities available from commodity software. Here we intend to investigate a component model built around a Grid Service as the basic unit and using the further standards like WSFL and UDDI as they are developed (see talk by Francisco Curbera of IBM at http://www.llnl.gov/CASC/workshops/ components_2001/viewgraphs/FranciscoCurbera.ppt). This approach has several attractive features; the model naturally builds in distributed execution and each component has a web (portal) interface allowing attractive documentation and other user interactions. There is a serious difficulty for web services have been developed for large grain components with modest communication needs in both latency and bandwidth. In this proposal, we will focus on this fundamental issue – can we develop Grid Services, which can encapsulate high performance components. We intend that our Grid Service based frameworks be compatible with CCA in structure – we are not developing a new component or service architecture; rather the research issue is how broadly such an approach can be used even in cases where low latency and bandwidth is needed between components. Note that CCA and WSDL (on which we intend to build Grid Services) are both based on ports as the interface and appear to have the generality needed to allow the needed flexibility in implementation.





Our approach exploits the protocol neutral aspects of WSDL and investigates several different approaches to providing high-performance Grid Services. One approach is to implement the Grid Services as proxies or wrappers. Control information is passed through the standards compliant mechanism but these invoke bulk data transfer such as GridFTP, that use traditional high performance mechanisms. This can be effective and is straightforward to implement. One important disadvantage is that one does not really preserve plug and play – compatibility of the proxy does not guarantee that the high performance communication that they invoke is compatible between two services. There are more sophisticated approaches that effectively build high performance Grid standards compliant communication mechanisms. 





Two obvious approaches that we will investigate correspond to using the natural high performance mechanisms on distributed and shared memory architectures respectively – namely building WSDL compliant communication mechanism built on top of MPI and thread based computing environments. WSDL is an interface description standard that binds port message interfaces and so we can investigate the different high performance mechanisms for this on a shared memory system including exchange of pointers to a fixed message buffer – the shared memory version of a proxy mechanism. Note that the Grid Service model for frameworks is just as valuable on uniprocessors as parallel machines and the performance of this case will be studied carefully. Gannon’s group (http://www.extreme.indiana.edu/) has already demonstrated some aspects of these ideas with RMI and SOAP communication mechanisms accessed from the same high-level invocation. This illustrates our basic idea that we can implement a high level function with different low-level protocols and implementations. The Gateway portal (http://www.gatewayportal.org) has successfully used the wrapper strategy to invoke high performance computing from a CORBA framework manipulating proxies.





Grid Services and frameworks are important for both compute and data (input/output) based components. We can automatically inherit commodity services to access streaming data, databases and other persistent object stores. We can look in a similar fashion to that discussed above into high performance versions using MPI-IO (should I say MPI2) and other scalable I/O mechanisms.





Collaboration technology is another area where we can use concepts from peer-to-peer computing, messaging frameworks and network multicast tools like Access Grid to build Grid Services that can be integrated with Grid portals and distributed application control.  Fox's experience with collaboration technology (Tango and other projects) will be applied to this aspect of building Grid Service frameworks.


 





Science and Engineering as a Grid Service


Here we illustrate the possible use of Grid Services by listing possible services that one could get by building support for Science and Engineering as a Grid Services. We do this hierarchically starting with Generic Services, which are then specialized for Science, and Engineering. These are divided into research, education and outreach Grid services. Note we include a mix of “system” (e.g. security) and “application” (e.g. solve CFD) services. These lists are not meant to be complete; they are designed to illustrate the Grid Service approach.





Basic Grid Services 


Security Services�
Authorization, authentication, privacy�
�
Scheduling�
Advance reservations, resource co-scheduling �
�
Data Services�
Data object name-space management, file staging, data stream management, caching�
�
User Services�
Trouble tickets,  problem resolution�
�
App Services�
Application tracking, performance analysis�
�
Monitoring Service�
Keep-alive meta-services�
�
General Collaboration, Planning and Knowledge Services


People Collaboration�
Access Grid - Desktop AV�
�
Resource Collaboration�
P2P based document Sharing,  WebDAV, News groups, channels, instant messenger, whiteboards, annotation systems�
�
Decision Manking Services�
Surveys, consensus, group mediation�
�
Knowledge Discovery Service�
Data mining, indexes (myGoogle: directory based or unstructured), metadata indexes, digital library services�
�
Workflow Services�
Support flow of information (approval) through some process, secure authentication of this flow.  Planning and documentation�
�
Authoring Servicees�
Multi-fragment pages, Charts, Multimedia�
�
Universal Access �
From PDA/Phone to disabilities�
�
Science and Engineering Generic Services 


Authoring and Rendering�
Storage Rendering and Authoring of Mathematics, scientific whiteboards, nD (n=2,3) support, GIS, Virtual worlds�
�
Multidisciplinary Services�
Optimization (NEOS), image processing, netsolve, ninf, Matlab as a collaborative Grid Service�
�
Education Services�
Authoring, curriculum specification, assessment and evaluation, self paced learning (from K-12 to Lifelong)�
�
Science and Engineering Research 


Portal Services�
Job control/submission, scheduling, visualizaiton, parameter specification�
�
Legacy Code Support�
Wrapping, application Intergration, version control, monitoring�
�
Scientific Data Services�
High Performance, special formats, virtual data as in Griphyn, scientific journal publication�
�
Research Support Services�
Scientific notebook/whiteboard, brainstorming, seminars, theorem proving�
�
Experiment Support�
Virtual Control Rooms (accelerator to satellite), Data analysis, virutal instruments, sensors (Satelites to field work to wireless to video to medical instruments (Telemedicine Grid Service)�
�
Outreach �
Multi-cultural customization, multi-level presentations�
�









One area in particular that we will explore is Web-Grid services for management of information for computational science experiments.  In particular, one of the biggest challenges for using Grid application is the design of a system that will automatically manage the data objects that result from large computational experiments that may require many individual program executions over a long period of time.  Grid-Web services that allow IPG workflow management tools to easily interact with data services such as MCAT/SRB are desperately needed.  





NASA Activities (Year one)


Above we have sketched a broad agenda to develop a new application development framework that spans traditional subroutines to a large grain CGI Scripts. We suggest looking at three areas initially with NASA.


Continue to flesh out details of  Web-Grid Services and their relation to CCA and IPG.


Examine a selected application of interest to NASA – the particular choice to be discussed. Earth, Space Science and Aerospace Engineering each have nice examples.


Evaluation of high performance service communcation protocols appropriate for large scale scientific application.





NASA Activities (Year two)





Deployment of selected Web-Grid/CCA component services and application for IPG.


Demonstration of prototype high performance RPC and messaging.  


Study of collaboration grid services with Portal and CCA frameworks.
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PART B











I.	STATUS OF THE RESEARCH





	1.  [x]	The research contemplated by this proposal is of novel impression for the 				collaborators.





	2.  [ ]	The research contemplated by this proposal constitutes an outgrowth of, but does 			not overlap in technical objectives, an earlier investigation undertaken by one or 			more of the collaborators pursuant to prior Interchanges, Contracts, Grants, 			Cooperative Agreements or other transactions funded by the National Aeronautics 			and Space Administration and listed specifically in Proposed Interchange Part B, 			page 3 of this proposal, together with the identification of published or 				unpublished results.














II.	COLLABORATION





	1.  Site of the Research





		[  ]	The primary site of the research will be at the facilities of the NASA-				Ames Research Center.





		[x]	The primary site of the research will be at the facilities of the Participating 			University.
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2.	Anticipated University Involvement





	Description of university services, equipment and personnel dedicated to the project 	(include description of role to be played by each university collaborator and other 	research personnel in achieving the goals of the research and the facilities to be used):





This project will be directed by Geoffrey Fox and Dennis Gannon of Indiana University.  The funding will support three graduate student research assistants.















































3.	Special Criteria





		At least one of the following criteria should be met during the course of the 			research:





		[  ]	a university collaborator will be at the NASA-Ames Research Center for 				a minimum period of two weeks during any Agreement year; or





		[  ]	a NASA-Ames collaborator will be at the participating University for a 				minimum period of two weeks during any Agreement year; or





		[  ]	one or more University students performing research within the scope of 				this proposal will be at the NASA-Ames Research Center for a minimum 				period of one month any Agreement year; or 





		[x]	reports or publications of the research will be authored jointly by NASA-				Ames and University collaborators.
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STATEMENT OF PRIOR TRANSACTIONS








______________________________________________________________________________





	INSTRUCTIONS: If accompanying proposal is an outgrowth of a current NASA Grant, Cooperative 	Agreement, Contract or Interchange or of such a transaction completed within three years immediately prior 	to the starting date of the proposed Interchange, provide for each Grant, Cooperative Agreement, Contract 	or Interchange the following information:  1) identification number and title;  2) period of performance;  


	3) amount of Federal funding;  4) status of final report.  If no applicable transactions are to be reported, 	enter “None.”


______________________________________________________________________________








             None.
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BUDGET SUMMARY


						Year 1


(Below is the budget format which needs to be used to provide the required information.  If the proposed interchange is for more than one year, provide cost estimates on a separate page for each year or fraction thereof, using the following budget pages for subsequent years).


�


PROPOSAL: 


START DATE�
10/1/01�
                                     END DATE�
9/30/03�
�
BUDGET:


START DATE�
10/1/01�



END DATE�
9/30/02�
�



UNIVERSITY SALARIES �
(Provide name, rate of pay, % of hours or number of hours, and duration for each position)�
�
�
Research Assistants (3)�
$1,467/mo. at 50% FTE for 12 mos.�
$  52,812�
�
�
�
�
�
�
SUBTOTAL SALARIES�
$  52,812�
�
�
�
�
�
UNIVERSITY FRINGE BENEFITS�
(State % of salary or other basis)�
�
�
Grad. Student Health Ins.�
$721/student�
$   2,163�
�
�
SUBTOTAL FRINGE BENEFITS�
$   2,163�
�
�
�
�
�
TRAVEL�
(see below for travel expense details.)�
�
�
Domestic�
�
    9,801�
�
�
SUBTOTAL TRAVEL�
$  9,801�
�
�
�
�
�
OTHER COSTS�
(Please explain how the estimated cost for each of the following areas was derived.*NOTE: Purchase of equipment or facilities is not an allowable cost. SEE BELOW)�
�
�
A. Expendable Supplies�
$ 4000�
�
�
B. Communications �
$   391�
�
�
C. Reproduction�
$�
�
�
D. Publications�
$�
�
�
E. Computer Time�
$    �
�
�
F. Use of University Facilities*�
$   10,000�
    �
�
G. Other�
$   �
  14,391�
�
�
SUBTOTAL OTHER COSTS�
$14,391�
�
�
�
�
�
PROJECT ADMIN COSTS�
�
�
�
@                              20  % of�
                    $ 64,776            (MTDC)�
$ 15,833   �
�
�
SUBTOTAL PROJ ADMIN COSTS�
$�
�
�
TOTAL YEAR 1 COSTS�
$     95,000�
�
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BUDGET SUMMARY


						Year 2


(Below is the budget format which needs to be used to provide the required information.  Use this page for year 2, or fraction thereof).


�


BUDGET:


START DATE�
10/1/02�



END DATE�
9/30/03�
�



UNIVERSITY SALARIES �
(Provide name, rate of pay, % of hours or number of hours, and duration for each position)�
�
�
Research Assistants (3) �
$1,526/mo. at 50% FTE for 12 mos.�
$ 54,924�
�
�
�
�
�
�
SUBTOTAL SALARIES�
$ 54.924�
�
�
�
�
�
UNIVERSITY FRINGE BENEFITS�
(State % of salary or other basis)�
$   2,271�
�
Grad. Student Health Ins.�
$757/student�
�
�
�
SUBTOTAL FRINGE BENEFITS�
$   2,271�
�
�
�
�
�
TRAVEL�
(See below for travel expense detials.)�
�
�
Domestic�
�
$   6,861�
�
�
�
�
�
�
�
�
�
�
SUBTOTAL TRAVEL�
$   6,861�
�
�
�
�
�
OTHER COSTS�
(Please explain how the estimated cost for each of the following areas was derived.*NOTE: Purchase of equipment or facilities is not an allowable cost.  (SEE BELOW)�
�
�
A. Expendable Supplies�
$ 4,611�
�
�
B. Communications �
$    500�
�
�
C. Reproduction�
$�
�
�
D. Publications�
$�
�
�
E. Computer Time�
$�
�
�
F. Use of University Facilities*�
$ 10,000�
�
�
G. Other�
$�
�
�
�
SUBTOTAL OTHER COSTS�
$  15,111�
�
�
�
�
�
PROJECT ADMIN COSTS�
�
�
�
@                             20 % of�
                            $64,056     (MTDC)�
$  15,833�
�
�
SUBTOTAL PROJ ADMIN COSTS�
$   �
�
�
TOTAL YEAR 2 COSTS�
$  95,000�
�
�
      TOTAL YEAR 1 & 2 


              COSTS�
$190,000�
�


















Budget Notes





Year 1 Travel Expenses are based on 10 travelers from Bloomington, IN to Nasa Ames.  (Two trip of five individuals) at an estimated cost of  $980 per traveler per trip.  This is based on an assumption of $700 for air travel and $280 for lodging and meals.  


Year 2 Travel Expenses are based on  7 travelers at $980 per travel per trip.  (Two trips with four people in one trip and three in another.)  	





Year 1 &2 Departmental Computer Services charges are based on an estimated rate of $2,000 for each PI and graduate research assistant.  





S&E expenses are estimates for paper, technical manuals, desktop software.  





Communication estimates are for telephone and fax charges.   	


