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Team members: 3 Students at Indiana University.

Functional Area(s):  CDLT with links to CE, ET, OKC and EOT

Problem description:  HPCMO has substantial success in using collaborative technologies in training – largely based on the Tango Interactive system built by Fox while at Syracuse University. There are now substantial improvements in base technology and supporting infrastructure which motivate the development of more advanced distance learning environments and the more pervasive use of collaboration systems in other HPCMO activities. The latter include the less structured (than training) and hence more demanding support of remote scientific collaboration – the collaboratory first proposed by Wulf. New technologies include the advanced audio-video technology from Argonne/NCSA (the Access Grid), Internet Audio and VOIP (such as from the HearMe corporation), Centra, WebEx and Placeware commercial systems and the Garnet collaborative portal developed by Fox over the last year. Quality of Service on the Internet connections was always a serious problem and although not solved, this is improving as Internet2, DREN and other such networking projects are improving interconnections. In a set of papers (see year 5 project reports for ERDC and tutorial material delivered at ARL and ERDC at http://aspen.csit.fsu.edu/collabtools) we have described the current state of the art and tried to identify best practice in each part of a collaboration system. For instance, the Access Grid (AG) appears to have the best audio-video conferencing systems but the shared document capability of Centra, WebEx and Placeware (and Tango) is superior to that in the AG. We have also noted the strong linkages between portal and collaboration technologies; portals are built around access and management of distributed objects. Collaboration systems support the sharing of objects. Thus we proposed collaborative portals built as a set of services on distributed objects and built a prototype system called Garnet implementing these ideas.


We need to bring the best practice in collaborative portals to HPCMO and support the growing number of HPCMO Access Grid installations. This project aims to enhance the Access Grid with the best available shared object systems. This will be tested first in training and then in collaboratory research use. We need to include key HPCMO requirements (such as security for collaborative research) in the enhanced Access Grid system.

Project solution:  We propose to integrate the AG with Garnet and evaluate this first in training and then in scientific research. We will use the Access Grid systems at Indiana (two), Jackson State and Vicksburg in tests of this approach this fall. We will extend the experiment in the spring 2002 semester and continue the iterative enhancement of the technology and its testing with use in real classes. We will aim at a documented initial release of AG/Garnet in January 2002 and a more mature system in June 2002. We will start the experimental use in scientific research in summer 2002 building on our experiences during the previous 8 months in training. Garnet includes several interesting features that were designed to improve the collaborative environment

· Integrated XML based object description GXOS for management and sharing. The management structure is IMS and ADL compliant

· Integration of asynchronous and synchronous collaboration with all object sharing mediated by the industry standard Java Message Service (JMS)

· Support of handheld and conventional clients.

· Support of a general shared display capability for all applications

· Support of shared export to important formats – currently HTML (shared browser) and SVG (Scalable Vector Graphics) are our focus. This allows support of sharing of documents using high end authoring as Adobe Illustrator, Macromedia Flash and PowerPoint all export to the new W3C SVG standard.

· Support of DoD security requirements. (This is only in planning phases but is based on our successful computing portal security solutions)

Garnet comes integrated with the low-end HearMe Internet/phone audio for desktop and low bandwidth situations if the Access Grid is not available. We intend to test out these capabilities during the EOT trials to JSU and ERDC with initially use of SVG as first test with Adobe Illustrator based authoring. This we will follow with handheld support (which already works in prototype fashion) and for the Summer 2002 phase, secure transmission. We will compare Garnet with the commercial WebEx and Centra solutions; and compare the Access Grid with HearMe using student evaluations of these approaches. We will integrate the IMS and ADL tools developed for the OKC in other proposals. This proposal funds the work of students working on Garnet and the Access Grid taking initial prototypes and enhancing them as called for by our experiences in their use.

User impact/advocacy/collaboration:  Initial evaluation of the technology will be performed in ERDC/JSU classes. As with our Tango Interactive experience, we can expect this to grow. ARL has identified a clear interest in this type of technology and Fox’s tutorial there in January 2001 (and at ERDC March 2001) was well received. We prepared a white paper in this area for ARL. Several HPCMO and PET sites have or will have Access Grid capabilities.

Deliverable(s):  

October 1 to December 31 2001: Use and Improvement of technology in EOT class with interim report;

October 1 to December 31 2001: Consult with HPTi team (David Balch and onsites) on strategy for using and linking Access Grid to other relevant A/V solutions. Develop support plan for Access Grid Sites including user group

January 2002: Availability of Initial System for general HPCMO training use.

January 2002: Establish Access Grid Support for PET sites

June 2002: Report on lessons from two semesters of use and availability of production distance training system compatible with IMS, ADL and OKC.

Summer 2002: Use to support scientific research

September 30 2002: Final Report

Project Team:  Indiana University (IU), ERDC, JSU and other Access Grid Users. HPTi CDLT team 

Cost/options: Total Cost for work of $110K at Indiana University. 
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