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Abstract. In this paper we address the issue of workload decomposition in programming hierarchical distributed-shared memory parallel system​s. The workload decomposition we have devised consists in a two-stage procedure: a higher-level decomposition among the computational nodes, and a lower-level one among the processors of each computational node. By focussing on porting of a case study PIC application, we have im​plemented the described work decomposition without large programming effort by using and integrating the high-levellanguages High Performance Fortran and OpenMP.
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Introduction

Hierarchical distributed-shared memory multiprocessor architectures are gaining more and more importance for High Performance Computing. Bus-based shared memory multiprocessor systems (SMPs) are rapidly spreading out, expecially in the industrial and commercial world, at a wide range of scale. They range from two-four processor configurations typical of desktop systems, to large servers moving to one hundred processors. In addition, advances in Very Large Scale In​tegration (VLSI) technology are pushing large scale production of multiprocessor chips. Rapidly increasing availability and cost-effectiveness of SMF systems are imposing them as the composing nodes of large scale distributed memory archi​tectures: current examples range from IBM SF to Compaq/Quadrics QM to SGI Origin 2000. At the other end of the scale, clusters of SMPs, where moderately sized multiprocessor workstations and FCs are connected with a high-bandwidth interconnection network, are increasingly established and used to provide high performance computing at a low cost.

Hierarchical distributed-shared memory multiprocessor architectures are thus emerging as a flexible architectural model: it combines the two paradigms of shared and distributed address space in one system, thus exploiting at best the properties of hierarchical parallelism present in most applications.
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