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State of Solid Earth Science

Space technologies are allowing us to measure previously unobservable parameters and phenomena, resulting in a new understanding of solid earth processes.  The field of solid earth science is currently mission and data poor, however, we anticipate an increasing number of missions and data in the next 10 years.  This will result in expanding computational needs for solid earth research.  

The quantification of the computational needs is timely in light of the recent activities of the NASA Solid Earth Science Working Group (SESWG).  This group is putting together a vision for solid earth science for the next 25 years.  Current text of the SESWG report can be found at http://solidearth.jpl.nasa.gov. The group has identified the following six science questions:

1. What Is the Nature of Deformation at Plate Boundaries and the Implications for Earthquake Hazards?

2. How Is the Land Surface Changing and Producing Natural Hazards?

3. What Are the Interactions among Ice Masses, Oceans, and the Solid Earth and Their Implications for Sea Level Change?

4. How Do Magmatic Systems Evolve and Under What Conditions Do Volcanoes Erupt?

5. What Are the Dynamics of the Mantle and Crust and How Does the Earth’s Surface Respond?

6. What Are the Dynamics of the Earth’s Magnetic Field and Its Interactions with the Earth System?      

The sub-fields of solid earth that relate to NASA goals and must make use of computational resources include:  earthquakes, volcanoes, tectonics, geodynamo, mantle dynamics, surface processes, landscape evolution, gravity, magnetic fields, cryosphere and ice modeling, and ecology, hydrology, and vegetation.  Several missions are anticipated within the next decade producing greatly increased volumes of data.

Current and Anticipated Missions

· Gravity: GRACE and GRACE follow-ons

· InSAR

· Geomagnetic

· Ground networks (e.g. GPS, SLR, VLBI)

· ICESat

· SRTM and other DEMs

· Imaging:  hyperspectral, high resolution visual, multispectral thermal, lidar

Numerous computational technologies are required to fully understand the data produced by these missions.  These include:

· Visualization

· Model and algorithm development

· IT: GRID technologies

· Computational Environments/PSEs

· Data handling/archiving

· Assimilation

· Datamining/pattern recognition

· Data fusion

· High speed networks

· High end computers

· Clusters

· Laptops

· Cycles needed and other infrastructure

· Scaling

Data Volumes from Observations

	Mission
	Onboard Volume
	Derived Product

	GRACE
	 50 MB/day onboard
	8GB/day derived product

	ECHO
	100 GB/day onboard
	

	SRTM
	 12 TB raw data
	

	ICESat
	 1 GB/day onboard
	2 GB/day derived

	SCIGN
	250MB daily - 7.5 GB/day for real time
	

	Airborne observations
	 LIDAR
	

	VCL
	 2 GB/day onboard
	4 GB/day derived

	Hyperspectral imagery
	 100GB/day raw
	

	Imaging LIDAR
	 >20 GB/day
	>40 GB/day


Volumes from Models

	Model
	Today
	2010

	Geodynamo model
	1GB of storage for one model run
	5 TB/run with minimal need of 10 runs

	General earthquake/lithospheric models
	1TB/run
	10 PB/run (multiple scales combined in many regions)

	Gravity
	100 GB/run
	2 TB/run

	Mantle convection models
	1 TB/run
	10PB/run

	Geomagnetic field models
	32 GB/run
	300 GB/run


Performance Metrics

	Item
	Today
	2010

	Processes
	Currently none on supercomputers
	1 run/day

	Dedicated networks 
	1Gb/s sustained
	50Gb/s sustained

	Performance
	50 Teraflops
	16X to Petaflops

	Memory (RAM)
	40 GB
	5 TB


Where We Will Be in 2010

In 2010 we anticipate that multiple solid earth missions will be flying. PetaBytes of data will be gather per year gathered in a distributed fashion. Widely distributed scientists using widely distributed computational resources will analyze  the data.  There will be a growing need for integration of information from multiple sources on multiple scales into an integrated analysis.  The goal is to have world-wide computational systems supporting the gathering of 3 PetaBytes of data per year, integrating analysis, visualization, simulation, and interpretation.  Achieving this goal requires:

· Onboard adaptive processing

· High space to ground bandwidth of TeraBytes per day per mission

· Data transmission and handling

· Reusable capabilities (framework)

· Data processing (100 Petaflops per mission per year)

Requirements (continued)

· Product storage (National Virtual Solid Earth Science Observatory) using cooperative federated databases

· Distributed computational environment for analysis (interoperable framework, portal)

· Software tools

· Hardware

· Tools for 2010

· Code optimization with no specific work (better compilers)

· System management tools (proper use of system resources for large systems)  

Hardware (Hierarchical)

· Large central Petaflop computers with TeraBytes of memory

· Single sign-on seamless access

· Distributed computers for decomposable problems

· Cluster computers (e.g. Beowulf for cost performance)

· Heterogeneous computational capabilities (e.g. for storage, visualization, computing)

Software

· Problem Solving Environment

· Visualization tools

· Analysis algorithms

· Data mining

· Framework

· Supports software integration into multidisciplinary analysis

· Interoperability between data,software, and computer systems

Issues

· Sometimes difficult to anticipate limiting factors

· Bandwidth

· Computational power

· Tools to determine limiting factors (e.g. hardware, bandwidth, computational power) 

Compatible Numerical Libraries
existing in a framework
· PDE solvers

· Adaptive mesh generators

· Inversion tools

· Fast spherical harmonic transforms

· Wavelet analysis

· Particle dynamics

· Ray tracing and visualization preparation

· Datamining

· Data assimilation tools

· Image processing and spectral analysis

Risks

· Will the open software model survive?

· Floating point operations on chips

· Will performance FORTRAN support survive?

· We can’t get our act together…

· NASA won’t get its act together…

· Lack of investment in understanding the large data volumes

Data and Metadata

· Problem

· Heterogeneous distributed nature 

· Cooperative federated databases don’t exist

· High volumes

· Datamining and other approaches must be developed including onboard processing

· Methods to interact with the data must be developed

· Removing the annoyance barrier

· Retrieval of information and data within 5 minutes or automatically through software program

Data and Metadata (continued)

· Recommendations (both essential)

· Create a Virtual Observatory for Solid Earth Research

· Distributed data at centers and ground stations

· 1000s of sites with volumes of 1 TB – 1 PB

· Multi-tier architecture for staging of the data

· Middleware to control integrity and versioning

· Support standards developed within the community

· Work within datagrid projects and customize for key NASA solid earth needs

· High performance access 

· 100 GB files within 40 TB datasets within 5 minutes to user

· Program to program communication in milliseconds using staging, streaming, and advanced cache replication

Modeling Complexity

· Problem

· Multiscale and multicomponent modeling 

· Algorithms must be developed and/or reengineered for current environments and platforms

· No appropriate environment for testing, calibration, visualization, and development

· Not easy to merge programs to integrate scales and components into a model

· Real-time modeling

· Data and computational latency

· High performance computing

· Complexity of the problem requires high performance computers

· Models and algorithms need to be developed

· Adjusting to size of problem and resource is difficult

· Some algorithms are difficult to parallelize

Modeling Complexity (continued)

· Recommendations (in priority order)

· Develop a solid earth science Problem Solving Environment to support 10 solid earth sub-fields:

· Prototyping environment for developing a model in a month

· Modular framework for solid earth applications

· Collaboratory (teams of scientists and computational experts)

· Visualization and data analysis

· Seamless computer access

· Integration of data and multicomponent models

· Development of improved:

· Parallel algorithms/applications (100) with a scaled efficiency of at least 50% on large clusters

· Models and model assessment methods

· Data assimilation techniques

· Computational needs to address model complexity

· 100 Tflops sustained rate capability per model

· 5 TB total memory per model

· 104 Petaflops throughput per sub-field per year

Understanding the Data

· Problem

· Difficult to explore, visualize, and understand the data

· Difficult to gain meaningful knowledge out of the large amounts of data, derived products, and model results

· Multidimensionality of the data makes interpretation difficult

· Registering, map projecting, layering, and displaying data is a bottleneck

Understanding the Data

· Recommendations

· Invest in visualization tools, methods, and standards for parallel platforms

· Volume rendering in real time (109 volume elements)

· Data fusion, coregistration and layering for 1 TB data sets

· Support of distributed visualization of heterogeneous data from ~104 sources

· Specialized parallel graphics hardware/software to provide stereo, HDTV, at 120 frames/s

· Invest in computational approaches for datamining and data understanding

· Pattern analysis (106 dimensions)

· Wavelets (106 scales)

· Inversion (106 parameters)


Hardware Risks

· Performance of future machines 

· Peak performance will increase, but not sustained performance

· Memory performance is constrained and will be a bottleneck

· Recommendation

· Reusable high performance algorithms (which have high reuse of memory)

· Encourage innovation in the market place


[image: image1.wmf]Virtual Observatory Task Roadmap

2003

2004

2005

2006

2007

2008

2009

2010

Timeline

Task

Characterize 

sensor data for 

Web Service 

framework

Analyze data 

for archiving, 

searching, and 

accessing

Analyze data 

processing 

needs

Build simple 

prototypes

Expand scope of 

prototypes, 

testing scaling 

and integration 

with full 

functionality

Downselect 

a 

optimal version 

of SERVO

Construct final version of solid 

earth research virtual observatory 

(SERVO)

Analyze other 

service 

functionalities

Integrate with 

PSE



[image: image2.wmf]Virtual Observatory Capability Roadmap

2003

2004

2005

2006

2007

2008

2009

2010

Timeline

Capability

Architecture & 

technology 

approach

Decomposition 

into services with 

requirements

Prototype cooperative 

federated data base 

service integrating 5 

datasets of 10 TB each

Prototype data 

analysis service

Prototype 

modeling service 

capable of 

integrating 5 

modules

Prototype 1920x1080 pixels 

at 120 frames per second 

visualization service

Scaled to 100 sites

•

Solid earth 

research virtual 

observatory 

(SERVO)

•

On

-

demand 

downloads of 100 

GB files from 40 

TB datasets within 

5 minutes.

•

Uniform access to 

1000 archive sites 

with volumes from 

1 TB to 1 PB



[image: image3.wmf]Problem Solving Environment Roadmap

2003

2004

2005

2006

2007

2008

2009

2010

Timeline

Tasks

Catalog current 

capabilities, 

needs

Survey existing 

science 

frameworks and

PSEs 

Define architecture, 

standards and 

technology 

approach

Prototype PSE 

with selected 

capabilities

Ongoing Extension of capability

Validate prototype PSE 

with selected projects

Extensive testing

Mature PSE 

disseminated



[image: image4.wmf]Problem Solving Environment Capability 

Roadmap

2003

2004

2005

2006

2007

2008

2009

2010

Timeline

Capability

Isolated 

platform 

dependent 

code fragments

Prototype PSE front end 

(portal) integrating 10 

local and remote services

Collaboratory 

capable 

of supporting 20 users

Integrated visualization 

service with volumetric 

rendering

•

Fully functional PSE 

used to develop 

models for building 

blocks for simulations. 

•

Program to program 

communication in 

milliseconds using 

staging, streaming, 

and advanced cache 

replication

•

Integrated with 

SERVO

•

Plug and play 

composing of parallel 

programs from 

algorithmic modules

Seamless access to high

-

performance computers

enabling  remote processes 

with 

Gb 

data flow between 

sites. And shared windows

Plug and play composing of 

sequential programs from 

algorithmic modules



[image: image5.wmf]Computational Capability Roadmap

2003

2004

2005

2006

2007

2008

2009

2010

Timeline

Capability

Isolated 

platform 

dependent 

code fragments

Prototype data 

assimilation 

system

5 TB total 

memory per 

application

Validated data 

assimilation with 

remote data 

access

Parallel data 

assimilation tool

100 

Tflops 

sustained capability per 

model

~100 model codes 

with parallel scaled 

efficiency of 50%

Develop and integrate 

data understanding 

tools at 10^6

-

order 

complexity

10^4 

Petaflops 

throughput per 

subfield 

per year.

10^6 volume elements 

rendering in real time


_1081772782.ppt


Virtual Observatory Capability Roadmap
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Capability

Architecture & technology approach

Decomposition into services with requirements

Prototype cooperative federated data base service integrating 5 datasets of 10 TB each

Prototype data analysis service

Prototype modeling service capable of integrating 5 modules

Prototype 1920x1080 pixels at 120 frames per second visualization service

Scaled to 100 sites

		Solid earth research virtual observatory (SERVO)

		On-demand downloads of 100 GB files from 40 TB datasets within 5 minutes.

		Uniform access to 1000 archive sites with volumes from 1 TB to 1 PB
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Problem Solving Environment Capability Roadmap
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Capability

Isolated platform dependent code fragments

Prototype PSE front end (portal) integrating 10 local and remote services

Collaboratory capable of supporting 20 users

Integrated visualization service with volumetric rendering

		Fully functional PSE used to develop models for building blocks for simulations. 

		Program to program communication in milliseconds using staging, streaming, and advanced cache replication

		Integrated with SERVO

		Plug and play composing of parallel programs from algorithmic modules



Seamless access to high-performance computers

enabling  remote processes with Gb data flow between sites. And shared windows

Plug and play composing of sequential programs from algorithmic modules
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Computational Capability Roadmap

2003	2004	2005	2006	2007	2008	2009	2010

Timeline

Capability

Isolated platform dependent code fragments

Prototype data assimilation system

5 TB total memory per application

Validated data assimilation with remote data access

Parallel data assimilation tool

100 Tflops sustained capability per model

~100 model codes with parallel scaled efficiency of 50%

Develop and integrate data understanding tools at 10^6-order complexity

10^4 Petaflops throughput per subfield per year.

10^6 volume elements rendering in real time
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Problem Solving Environment Roadmap

2003	2004	2005	2006	2007	2008	2009	2010

Timeline

Tasks

Catalog current capabilities, needs

Survey existing science frameworks and PSEs 

Define architecture, standards and technology approach

Prototype PSE with selected capabilities

Ongoing Extension of capability

Validate prototype PSE with selected projects

Extensive testing

Mature PSE disseminated
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Virtual Observatory Task Roadmap

2003	2004	2005	2006	2007	2008	2009	2010

Timeline

Task

Characterize sensor data for Web Service framework

Analyze data for archiving, searching, and accessing

Analyze data processing needs

Build simple prototypes

Expand scope of prototypes, testing scaling and integration with full functionality

Downselect a optimal version of SERVO

Construct final version of solid earth research virtual observatory (SERVO)

Analyze other service functionalities

Integrate with PSE








