5.1 Narada vs SonicMQ:

To gather performance data, we run an instance of the SonicMQ (version 3.0) broker and Narada broker on the same dual CPU (Pentium-3, 1 GHz, 256MB) machine. We then setup 100 subscribers over 10 different JMS TopicConnections on another dual CPU (Pentium-3, 866MHz, 256MB) machine. In addition there is a measuring subscriber and a publisher that are set up on a third dual CPU (Pentium 3, 866MHz, 256MB RAM) machine. Since we will be computing communication delays setting up the measuring subscriber and publisher on the same machine enables us to obviate the need for clock synchronizations and differing clock drifts. The three machines involved in the benchmarking process have Linux (version 2.2.16) as their operating system. The runtime environment for the broker, publisher and subscriber processes is Java 2 JRE (Java-1.3.1, Blackdown-FCS, mixed mode).

Subscribers subscribe to a certain topic and the publisher publishes to the same topic. Once the publisher starts issuing messages the factor that we are most interested in is the transit delay in the receipt of these messages at the subscribers. This delay corresponds to the response times experienced at each of the subscribers. We measure this delay at the measuring subscriber while varying the publish rates and message sizes of the messages being published. We control the publish rates by varying the time interval between the publishing of two consecutive messages. We vary the message size by changing the payload contained in the message. For a sample of messages received at the measuring subscriber we calculate the mean transit delay.
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Figures 1-3 depicts the transit delays for JMS clients under Narada and SonicMQ for varying publish rates and payload sizes. As can be seen from the results Narada compares very well with SonicMQ while also outperforming SonicMQ in several cases. Furthermore, the standard deviation associated with the message samples (for individual test cases) received at clients in Narada were, for the most part, lower than those at clients in SonicMQ for the cases that were benchmarked. 




5.2 Narada-JXTA vs Pure JXTA:

For comparing JXTA performance in Narada we have the setup depicted in figure x. We compare the performance of a pure JXTA environment with the integrated Narada-JXTA system. To compute delays while obviating need for clock synchronizations and the need to account for clock drifts, the two peers were setup on the same machine. The benchmark environment for the pure JXTA case in depicted in figure x.(a), the two rendezvous peers are connected to each other. The environment for the Narada-JXTA system, fig. x.(b), includes a Narada broker hosted on another machine, the proxies are not connected to each other and are instead connected to the Narada broker.  There is another case that we measure and that is the JXTA Direct-P2P case where two peers communicate directly with each other. In all three cases messages published by one of the peers are received at the second peer and the delay is computed. For a given message payload this is done for a sample of messages and we compute the mean delay and the standard deviation associated with the sample. This repeated for different payload sizes.  


Figures 5 and 6 depict the results of our measurements. As can been seen the integrated Narada-JXTA system compares very well with the pure JXTA system despite the additional hop that is required in the Narada-JXTA case. The Narada-JXTA system also compares very well with the Direct-P2P case, which involves direct communications between the two peers. Peers however have a restricted set of active connections that they can initiate after which communication delays can add up significantly. In large settings it is our conjecture that the integrated system will outperform the Direct-P2P and Pure–JXTA case.    
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Figure 4: Comparing Pure JXTA, Narada-JXTA and Direct P2P for higher payload sizes
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Figure 5: Lower Payloads Narada-JXTA vs Pure JXTA
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Figure 6: Bigger payloads Narada-JXTA vs Pure JXTA

Fig. 7: Transit Delays - Lower publish rates and smaller payloads
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Fig. 8: Transit Delays - Lower publish rates �and bigger payloads





Figure 9: Transit Delays - Higher publish rates and smaller payloads








Fig 10: JXTA Narada Benchmark Set-up





Fig. 11: Comparing Pure JXTA, Narada-JXTA and Direct P2P� for lower payload sizes
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