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VII. Bioinformatics Core

VII.1 Coordinator:

J. A. Izaguirre (Dept. of Computer Science and Engineering, University of Notre Dame).

VII.2 Participants:

M. Alber (Dept. of Mathematics, University of Notre Dame), L. Barabasi (Dept. of Physics, University of Notre Dame), D. Chen (Dept. of Computer Science and Engineering, University of Notre Dame), R. Chaturvedi (Dept. of Computer Science and Engineering, University of Notre Dame), C. D'Souza-Shorey (Dept. of Biological Sciences, University of Notre Dame), G. Forgacs (Dept. of Physics, University of Missouri, Columbia), J. A. Glazier (Dept. of Physics, University of Notre Dame), H. Goodson (Dept. of Chemistry and Biochemistry, University of Notre Dame), A. Palmer (Dept. of Chemical Engineering, University of Notre Dame), J. Tang (Dept. of Physics, Indiana University, Bloomington), K. Vaughan (Dept. of Biological Sciences, University of Notre Dame).

VII.3 SUMMARY:

Bioinformatics applies computational techniques and tools to aid the processing of information in post-Human-Genome-Project biology. We describe in this section the software tools, data modeling, analysis tools, and dissemination methods which we plan to develop.

VII.3.a Integrated Multi-Tool Approach:

This proposal addresses biological complexity through multiscale modeling. Analogously, the multiplicity of modeling levels translates into a multiplicity of simulation tools that integrate into a coherent whole. The bioinformatics tools that we propose here will function not only as stand-alone tools, but in an integrated fashion as well. Tools communicate among themselves through well-defined interfaces and by exchanging encapsulations of domain data proper to communication among different levels. 

The tools that we propose to create are the following: 

1. A Network Analysis Tool, that assists in identifying modules in biological networks. 

2. A Cytoskeleton Modeling Tool, that models the polymerization and function of the microtubule and actin cytoskeletons. 

3. Organogenesis Simulation Tools to study cell aggregates, organ formation and tissue viscoelasticity.

4. A Database Tool to manage standard formats and our biocomplexity data descriptors.

5. Imaging, Visualization and Steering Tools to allow easy manipulation of simulations and experimental data.

VII.3.b Data Modeling and Standard Descriptors for Interfacing across Modules:

We will produce XML descriptors for each tool and level of detail, using our combined expertise in computer science, biology, biophysics and biomathematics. Thus, for example:

1. At the subcellular level, we will integrate protein-protein interaction network data from several databases into a protein network database based on a standard graph representation.

2. At the cellular level, we will extend CellML, a standard XML descriptor for cells to include information relevant to all our tools.

3. At the supercellular level, we will create descriptors for aggregate structures, including lumens, epithelial sheets, tubes, branched networks, tissue, and organs.

VII.3.c Integrated Analysis of Simulation and Experimental Data:

Some of these tools aim specifically to help analyze experimental and simulation results and to assist in their cross-validation. This analysis makes the results understandable to the human user and to higher level modeling tools. For example, by analyzing the cellular dynamics from cell tracking experiments and extended Potts model simulations, the user will be able to observe the formation of aggregates and other patterns and determine parameters for higher level continuum models.

Another set of tools allows the end user to interact with experiments and simulations through the use of steering capabilities and sophisticated human-computer interfaces such as haptic devices that not only provide three-dimensional positional information but also give force feedback to the user. These immersion devices may be particularly helpful for developing intuition concerning the abstract network structure of regulatory and metabolic networks and the structure and force generation of the real-space cytoskeletal networks.
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.d Dissemination via Web Services:

To facilitate dissemination and maintenance of the software and databases, we will provide them as web services. A web service is a collection of databases and programs accessible through a thin client such as a browser and that reside in a server that our center maintains. This service to the community is higher-level than simply distributing code affords, since it relieves the user of installing and compiling programs. It also relieves individual Center investigators of the burden of maintaining multiple software versions throughout the Internet. The interaction of users and the Center-based Web services is illustrated in Figure VII.1.

VII.3.e Target Platforms:

The main platforms we are targeting for the client programs are personal computers running MacOS, Windows, and Linux. This range covers Beowulf clusters and the desktop computers of most biological scientists. The computational backend running on the Center’s server will run on more specialized hardware as well, but its complexity will be invisible to the user.

VII.3.f Implementation Technology:

Our initial technical choices are to use C++ and C for the computational modules; Java for Web related modules, and the standard protocols XML and http for communicating data among different tools across the Internet. These choices will allow us to consider migrating to Microsoft’s .NET architecture provided it is ported to both Linux and Windows personal computers.

VII.3.g Approach:

Our approach is to proceed in five main phases:

1. Integrate legacy code for different tools using Application Programmer Interfaces (APIs).

2. Develop or modify standard XML descriptors based on interaction between modules; Design a software architecture for the final version of the tools.

3. Deploy databases and program web services.

4. Integrate new tools using our XML descriptors.

5. Publish results and distribute finalized programs and databases through nationwide resources such as the National Center for Biotechnology Information.

VII.3.h Preliminary Results and Plan:

Dr. Barabasi and Dr. Chen have developed network analysis programs. Dr. Barabasi’s web page, http://www.nd.edu/~networks/cell contains full information regarding the metabolic network data he has used so far, with links to the original data sources. Dr. Izaguirre will incorporate new clustering algorithms in collaboration with Dr. Chen. We will also incorporate Classification algorithms developed by R. Vilalta at IBM into the network analysis tool.

Many Center members have developed simulations of various levels of organogenesis. Code development so far has focused on limb bud development in chick embryo as a model. Work is in progress to extend and integrate these programs to develop a more general hierarchical simulation of organ development.

Dr. Alber and Dr. Izaguirre have produced stochastic dynamics programs to simulate aspects of the cytoskeleton. Expanding and integrating these models will benefit from Members’ experimental research and from abundant results in the literature. 

Dr. Izaguirre has experience in managing large software projects to complement the combined experience of Center members in developing scientific software. He was part of the team that developed NAMD, a parallel program for molecular dynamics distributed by the NIH Resource for Macromolecular Modeling and Bioinformatics. Also, while at Notre Dame he has developed a framework for stochastic dynamics of biomolecules called ProtoMol. 

The Biology Workbench provides examples of similar integrated bioinformatics tools from UCSD (http://workbench.sdsc.edu/). This web interface allows a user to search multiple databases of genetic and structural information of proteins. The National Center for Biotechnology Information (http://www.ncbi.nlm.nih.gov/) likewise contains interfaces to many databases and tools. We are developing databases and tools that will be accessible from within the Biology Workbench and the NCBI.

VII.3.i Collaborations:

We already have bioinformatics collaborations with IBM developing classification algorithms, with Micro Data Bases, Inc. (mdbs) developing bioinformatics databases, with the groups of Dr. McCammon and Dr. Huber at the University of California at San Diego (UCSD) implementing stochastic dynamics simulations, and with the theoretical biophysics group at the University of Illinois at Urbana-Champaign (UIUC). Other bioinformatics collaborators include the cell tracking imaging group at California Institute of Technology’s Beckman Institute.

Possible collaborations include the groups of Dr. Arkin at University of California Berkeley on cellular networks, and Dr. Levine at UCSD on Dictyostelium development. A collaboration with bioinformatics companies such as Physiome Sciences Inc., original developers of the XML language CellML would allow us to incorporate our extensions into this standard. Finally, we will explore academic collaboration with existing bioinformatics programs such as the computational biology programs at Washington University, Saint Louis.

VII.4 SPECIFIC AIMS:

VII.4.i Integrated Software:

Our goal is to integrate disparate programs that model various scales of biocomplexity in a seamless manner: 

This goal in itself provides an interesting software engineering research project, in addition to adding value to the Center’s computational activities. We will write the following application software:

1. Network Analysis Tools: these tools will perform a number of calculations to characterize complex networks such as metabolic networks and protein-protein interaction networks. The two main modules will help to explore the question of modularity in these networks and the correlation to experimental activity:
1) Module Finding Tool: will read databases specifying network connectivity, including weighted graphs, and supplementary classification information if available, e.g. that certain nodes belong to a known module of specific biological activity. The output will be a list of likely modules, a classification decision tree, and a list of important features for each module in the form of XML descriptors.
2) Activity Correlation Tool: will help correlate databases of static information with dynamical experimental information. It will express the correlation as an array of weights on the static network using the methods described in the section on protein networks (Section IV.11.vii).
2. Cytoskeleton Modeling Tools: will perform simulations of the cytoskeleton at two levels:
1) Microtubule Cytoskeleton Modeling Tool: will use a stochastic dynamics module combining measured dynamic rate constants from the literature and our own experiments, and will couple it to a computational geometry module that will simulate the dynamics and structures of processes such as mitosis (Section V.6.i.a.4). 

2) Actin Polymerization Tool: will also use a stochastic dynamics module (in the form of Langevin Equations) and known dynamic rates, and will connected it to a continuum reaction-diffusion equation model for diffusing monomers (Sections V.6.i.a.4, V.6.i.b).

2) Organogenesis Tools: these tools will allow for the analysis of pattern formation in model organisms and for the computation of viscoelasticity of aggregates reported by experiments and the Pattern Formation Tool:
1) Pattern Formation Tool: will use a Finite Element discretization to solve reaction-diffusion equations that model the intercellular signaling mechanisms associated with chemotaxis and related processes. The simulation will treat cell migration, mitosis and polarity using the extended Potts model (Section VI.7.i.b), that is, a cellular automaton. A geometry component will handle the changing discretization of the domains. For efficiency, the time stepping will combine mixed implicit-explicit solvers and fast nonlinear solvers. 
2) Aggregate Analysis Tool: will perform clustering analysis on data from the pattern formation simulations and from experimental images to produce skeleton structures that will serve as the basis for surface representations of biological structures. Thus, for example, from the analysis of a cellular automaton, this module will identify cell and cell-aggregate interfaces, cell condensation structures, pre-cartilage formations, etc. This translation from pixel to surface representation will make results understandable to the end user and to higher level modules such as the Tissue Viscoelasticity Tool.
3) Tissue Viscoelasticity Tool: Using data from the aggregate analysis and experiments, it will perform extended Potts model simulations of mesoscale models as described in Section VI.7.i.b. It will also integrate finite element models for solid ECM, cartilage and bone based on Abacus software specifications.

3) Database Tool: All our software applications will communicate via databases residing on our database server and across the Internet. The proposed database server, TITANIUM, has ample support for a number of languages and data formats. A module will be able to translate from standard formats into the programs’ internal formats.
4) Imaging Tool: This tool will analyze data from experimental images, such as the cell tracking facility at California Institute of Technology, and the Center’s CT and MRI facilities and will produce skeleton and surface reconstruction information using our clustering and classification modules.
5) Visualization Tool: All our software applications will be able to visualize their three-dimensional or high-dimensional data sets using core visualization routines. An important contribution will be in the visualization of projections of infinite-dimensional graphs representing complex networks. The visualization tool will communicate heavily with the Aggregate Analysis Tool and the Imaging Tool.
6) Steering Tool: Using haptic and other interfaces, this tool will allow users to explore the effects of changing model and simulation parameters, and to realize the effect in an interactive fashion. The use of steering is not only an interface choice, but influences the choice of numerical algorithms, which need to be more robust to perturbations. This tool will also allow the user to set up initial conditions and to select regions for analysis. It will also allow force feedback response for simulations of cytoskeletal and cellular force generation.
All of these tools will use some common core modules:

1.
Clustering and graph partitioning modules, for use by the Network Analysis Tools, the Imaging Tool, the Aggregate Analysis Tool, and the Database Tool.

1) Classification modules, which use decision trees to assist in modeling the following spatial and temporal structures:

2) At the sub-cellular level, networks of protein interactions that typically contain several modules or classes. We wish to cluster and classify new proteins and their interactions into known pathways and modules.

3) At the cellular level, to distinguish cell types depending on their shape and other properties and to determine what characteristic features distinguish classes of cells. 

4) At the super-cellular level, different cell aggregate structures play important biological roles. Examples include lumens, epithelial sheets, tubes, branched networks, tissues, and organs. We wish to be able to classify whether a cell belongs to the interface or interior of one of these aggregates and to identify its structural class.

2.
Cellular automaton modules, which use Monte Carlo dynamics to model multiple cellular processes, for use by the Cytoskeleton and Organogenesis Tools.

3.
Reaction-diffusion solver module, which models cell and cytoskeletal signaling, and contains the following submodules:

1) Finite Element discretization.

2) Mixed implicit-explicit solvers.

3) Changing geometry re-generators.

4) Fast nonlinear field solvers.

4.
Stochastic dynamics module, for use by the Cytoskeleton Modeling Tools, both for actin and microtubule cytoskeleton polymerization/depolymerization modeling; examples of techniques include Monte Carlo, Brownian Dynamics, and Molecular Dynamics.

5.
Computational geometry module, for use by the Cytoskeleton and Imaging Tools, and has two submodules:

1) Skeleton finder and shape characterization, for the Imaging and Aggregate Analysis Tool.

2) Dynamic geometric data structures, for the Microtubule Cytoskeleton Model.

6.
Database manager module, for use by the Database Tool, and to store network connectivity and intercommunication properties, cell and tissue properties, and kinetic constants.

Figure VII.2 illustrates what this goal entails in terms of software available as a part of the Center’s computational research and that we will develop as part of future activities. 

Figure VII.3 illustrates the interactions of different software components that are part of the organogenesis pattern formation tool. An extended Potts model component is driving the cellular dynamics. A finite element discretization component re-generates a mesh to solve reaction-diffusion equations using the integrator component. The user interacts with these computational tools through a visualization engine.
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Figure VII.2 The goal of integration of databases and programs into Web services. The key ingredients of the Web service is the definition of XML descriptors that are communicated among tools, and the use of a database server that holds databases and programs.
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Figure VII.3 Components of the organogenesis pattern formation tool.
VII.4.ii 



Evolve Data Models and Standard Descriptors of Biocomplexity Data.

Aim: to evolve standard descriptors of biological and biochemical entities, applicable to multiple scales of phenomena being studied. 

Figure VII.3 shows different simulation engines modeling different scales of biological phenomena needs to communicate data pertaining to biological objects. Different engines may be executing in a distributed environment on multiple nodes. To facilitate communication, we intend to evolve standard formats to describe the entities being modeled. A simulation for a particular scale may not require all the properties of an object passed, but with a standard descriptor available, the application would be able to determine the data it needs to execute a required function.

As an example, the relevant cell descriptors at the tissue level would include the center of mass, dimensions, and maps of local composition and connectivity, while at the cell scale, descriptors would include shape, location, and information on the position and composition of the cell membrane. Subcellular modeling will require information about protein networks. A complete object model for cells should capture all these descriptors. Activities required to achieve this goal are: 

1) Analysis to obtain a robust and extensible data model, applicable uniformly to various scales of modeling, across multiple applications and development platforms.

2) Design based on the above analysis, which will combine a judicious mix of hierarchy, composition, encapsulation and data hiding principles. 

3) Implementation of the above using appropriate development platforms (we envisage XML and C++). 

Physiome Sciences, Inc., has carried out related work in this field, developing their XML based markup language, CellML, to facilitate storage and exchange of computer-based biological models (http://www.cellml.org). We will build upon it and use it as a platform for our models, and use similar concepts to address computer modeling of biological data. 

Figure VII.4 illustrates schematically how we can use hierarchy and association (including aggregation) to create a reusable data model. The actual data model will be intricate, and require effort and time to evolve. The Center will provide valuable support in this effort by facilitating visits of biological scientists who will serve as the experts for the data modeling.
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Figure VII.4 Use of object oriented modeling to express the data modeling for the biocomplexity data.

VII.4.iii Integrated Analysis:

Aim: to develop software tools that integrate the analysis of both simulation and experimental data, facilitating cross validation and comparisons: 

We need to visualize the immense amount of data that experiments and simulations will generate in an effective manner to derive meaningful information from them. Visualization is even more important for multidisciplinary approaches to complexity. Superior analysis and visualization capabilities help attain greater understanding of large, complex data and make insight easier. 

We have already been working on some of these aspects. We have adding haptic (tactile) effects using the Phantom Haptic device on an Intel PC. In order to produce an even more effective visualization of the analyzed data, we intend to incorporate a virtual reality system of moderate capability. Specific tasks that we have identified include: 

Imaging: 

1.
Three-dimensional cellular structure reconstruction from experimental images.

2.
Detection of cluster pattern formation.

Visualization: Appropriate visualization software for various kinds of data and addition of haptic capabilities to visualization.

These tasks are considered in greater detail in Section VIII.

VII.4.iv Dissemination: 

Aim: to provide web services to the research community and to interested laypersons. 

A Web service is a powerful new approach to disseminating software tools and databases. A Web service is an application that delivers services on demand through well-defined interfaces, using stand-alone software components, cf. http://www.allesta.com/ws. The core technology that supports Web services is the Extensible Markup Language, or XML, the universal format for structured documents and data on the Web, cf. http://www.xml.org.

The Web services that we will provide are 

1) The “application independent” bioinformatics database, providing data in standard formats as described in Goal 2, 

2) Simulation, data analysis and visualization tools. 

A direct benefit of an application independent database and data format is that it will catalyze new models, simulations and applications at various scales. An additional benefit of web services is simplification of software maintenance and upgrades, since they have to be done only at one place rather than on individual workstations of individual researchers. Activities include:

1) Architecture specification and design of the web service.

2) Acquiring and maintaining appropriate servers. 

3) Implementing the web based services. 

VII.5 DISCUSSION OF SOFTWARE ASPECTS:

Multiscale simulation requires coherent, coordinated, and integrated software development. At present, the work done at Notre Dame and other collaborating organizations exists in the form of legacy code on numerous development platforms (FORTRAN, C, C++, Matlab), each with its own input and output data, visualization mechanisms, and control formats. We aim to integrate these "islands" of code, and create a software architecture that allows for integrated new development. Our effort will be satisfactory, if in addition, we spur the development of novel applications and algorithms that use our software components, models, simulations and data (both experimental and from simulations), which we will make available via web services. 

This integration will require: 

1.
Software architecture and design that promotes reusability of software artifacts (including legacy code).

2.
Developing interfaces for legacy and new code.

3.
Availability of data in application-independent formats.

4.
Toolbox for users to develop their own applications from available functions.

5.
An appropriately designed and generic front end (GUI) that allows full exploitation of the power of the web. 

VII.5.i Generic GUI:

The software tools will provide an intuitive and generic Graphical User Interface (GUI) that will be customizable for various computational and visualization engines. We have already begun work to provide haptic capabilities to such visualizations. Haptic capability allows tactile sensory input and output in relation to computer images. The user can actually “feel”, for example, the strength of the bond between atoms by means of an appropriate haptic device. 

VII.5.ii Software Project Management: 

We intend to apply modern software engineering techniques to deal with software complexity inherent in the development, maintenance and enhancement of simulation and imaging software. Design and development of applications will be object oriented. This approach is already in place for some software at Notre Dame, for example ProtoMol (http://www.nd.edu/~lcls/protomol). ProtoMol is a framework for molecular dynamics (MD) simulations using non-bonded, bonded, short-range and long-range forces optimized for tens of thousands of atoms. This design allows for flexibility, maintainability and high-performance. 

VII.6 TIMELINE:
In general, the first two years will be devoted to the development of individual modules and APIs to connect them. The data modeling effort will bring the first descriptors for each module. The software architecture and the web service infrastructure will be developed.

The next two years will bring the integration of different modules and levels of complexity. The descriptors will be refined in view of the interfacing needs. Extensive experimental validation of the modules will be conducted. The database and tool web services will start to be deployed.

In the last year, experimental validation will continue, and the applications to model organisms will be completed. Integration of tools through the XML descriptors will continue, and the web services will be made accessible through nationwide bioinformatics resources. Finally, there will be a substantial effort to produce tutorials and other publications to help the research community take advantage of our results.
	Years 1,2
Network analysis
	• Develop clustering and classification algorithms.
• Apply to metabolic network and protein-protein interaction network.

	Years 1,2
Cytoskeleton
	• Continuum modeling of cytoskeleton tool (reaction diffusion).
• Enhanced stochastic dynamics tool (Monte Carlo, Brownian Dynamics).

• Computational geometry model for microtubule cytoskeleton.

	Years 1,2

Organogenesis
	• Extended Potts model with reaction diffusion tool for simple growing domains.

• Basic aggregate analysis using clustering and classification algorithms.
• Basic viscoelastic property module.

	Years 1,2

Databases and 

Visualization
	• Skeleton finder for imaging reconstruction problem.

• XML descriptors for networks, cell, and cellular aggregates.
• Basic visualization capabilities for all modules.

	Years 3,4
Network analysis
	• Enhancement to clustering and classification algorithms.

• Statistical correlation validation with experimental data.

	Years 3,4
Cytoskeleton
	• Integration of stochastic dynamics, continuum model, and computational geometry for the cytoskeleton tool.

• Experimental validation of simulations.

	Years 3,4

Organogenesis
	• Extended Potts model with reaction diffusion for complex growing domains of model organisms (chicken and snail).

• Multilevel integration with tissue and subcellular levels through aggregate analysis and XML descriptors.
• Experimental validation of simulations.

	Years 3,4

Databases and

Visualization
	• Deployment of experimental/simulation cross validation through our database web services.
• Integration of tools into a web service.

• Surface representation for imaging reconstruction tool.

	Year 5

All tools
	• Experimental validation continued.
• Tool integration continued.
• Web services accessible through bioinformatics resources.

• Tutorials and other publications finalized.


Figure VII.� SEQ Figure_8- \* ARABIC �1� The concept of a Web service. CompuCell stands for the Center's software tools and databases to model the biological cell
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