SC ‘98 PANELS








Panel I:  The Next Generation Internet (NGI)





Moderators:	George Strawn, NSF


	Dave Nelson, DOE





Panelists:	Phil Dykstra, Army Research Laboratory (ARL)


	Mari Maeda, DARPA


	Sally Howe, NCO


	NREN Representative


	Bill Turnbull, NOAA





The NGI is a multiagency Federal initiative to perform R&D on the technology and services required for the next generation of networking.  It has three primary goals:





Goal 1: Support research on networking technologies for effective, robust network operations including quality of service, network operations tools including user-interactive tools, and network security.





Goal 2: Develop an NGI testbed, emphasizing end-to-end performance to support networking research and demonstrate new networking technologies.  Provide a testbed connecting at least 100 sites at 100 times current Internet speeds, and at least 10 sites at speeds 1000 times current Internet speeds.





Goal 3: Develop revolutionary applications that require the improved speeds and services of the testbed networks.





This panel describes the US NGI programs across the agencies, their purposes, accomplishments to date, current status, future schedules, milestones, and expected achievements.  It will describe the basic architecture of the NGI networks, how they may be used,  and the impact they have on the future of the Internet.  The panel will also describe the relationship of NGI to Internet2, the Abilene project,  and commercial Internet development programs.





Some of the Questions Which Will Be Discussed





If NGI is a research program, what difference will this make to a current user?


How do the NGI, Internet2, and the Abilene Project interact and cooperate?


When will NGI result in usable networks at 100 times and 1000 times current network speeds?


What real achievements will I see from the NGI initiative over the next two years?





*********************************





Panel II:  HPC Visualization Architectures - Is there an optimal support for the diversity of hardware platforms?





Moderator:	Ulrich Lang


	Head of Visualization Department


	High Performance Computing Center Stuttgart





Panelists:	Christopher R. Johnson, Center for Scientific Computing and Imaging,


	Department of Computer Science, University of Utah


	Bob Haimes, Department of Aeronautics and Astronautics, MIT


	Ulrich Lang, Visualization Department, High Performance Computing Center Stuttgart


	Arthurine R Breckenridge, Interaction Laboratory, Sandia National Laboratories, Albuquerque, NM





High performance computing platforms cover a wide variety of hardware architectures with characteristics such as moderate to massively parallel  architectures, with shared and distributed memory as well as with large variations in interconnection  bandwidth and latencies. Visualization should efficiently support the analysis of simulations on such platforms with typical users remotely accessing such machines.





Traditionally, visualization platforms utilize pure postprocessing modes on dedicated graphic hardware. Increasingly simulation customers are requesting functionalities such as direct coupling with ongoing HPC simulations allowing online analysis and direct steering of HPC simulations.  The turn around time of resulting simulation-visualization feedback loops should be minimized and an optimal control of the simulation should be


enabled.





These requirements should be satisfied by an appropriate software architecture to integration simulation and visualization.





Some of the Questions Which Will Be Discussed





Can one software architectures be flexible enough to make good use of the   diversity of hardware platforms?


What are the advantages of software architectures, designed for certain hardware platforms and how do they compare?


Can graphics hardware be used efficiently by the software architecture?


Can pure software implementations of all processing steps on HPC platforms compete with the usage of specific hardware?


With which quality are (local and remote) users supported?


Which resources are required for the different approaches (cpus, memory, graphics hardware, local interconnection bandwidth/latency, remote interconnection bandwidth/latency)?





The roles of the panelists are represented by certain hardware platforms in combination with their software packages being oriented towards these platforms.





Current hardware platforms with corresponding software architectures:





•	Hardware: Shared memory machine with compute nodes and graphics   hardware tightly coupled.


	Software: One executable possibly with multiple threads.


	Example:  SCIrun (University of Utah).





•	Hardware: Separate simulation and visualization machines with fast   interconnect (e.g. parallel vector processors for simulation and workstation with graphics hardware for rendering).


	Software: Client/Server approach, homogeneous result fields 


	Example: pv3 (MIT)





•	Hardware: Separate simulation and visualization machines with fast interconnect (e.g. distributed memory MPP machine for simulation and workstation with graphics hardware for rendering).


	Software: Distributed multi process environment with partitioned data objects for grids and results.


	Example: COVISE (University of Stuttgart)





•	Hardware: PC cluster with huge numbers of distributed memory nodes


	Software: Whole processing chain (simulation, visualization, rendering) in parallel. Example: EIGEN/VR (Sandia National Laboratories)  





****************************





Panel III:  Producing Computational Science Students “Ready to Work”





Moderator:	Michael Mascagni, University of Southern Mississippi Student





Panelists:	Michael T. Heath, University of Illinois at Urbana-Champaign


	Peter Orlin, Planning Systems, Inc.


	John E. Lewis, Boeing


	Robert Lucas, Lawrence Berkeley Laboratory


	N. Radhakrishnan, U.S. Army Engineer Waterways Experiment Station





What is the “correct” Computational Science curriculum?  Computational Science is not a narrowly defined academic discipline and students must be educated to pursue careers in industry and government, or academia.  This panel explores and debates what the “correct” curriculum for Computational Science should be as viewed by educators, students, and employers. 





Some of the Questions Which Will Be Discussed





Are employers really interested in computational scientists, or really only computer scientists? 


What do computational scientists really do in their industrial and government jobs? 


How can we train computational scientists to make them even more desirable to employers?


Is it important to train graduate students with a defined computational science curriculum or are the computational skills normally picked up by osmosis in a traditional curriculum sufficient? 


What is the right curriculum for graduate and undergraduate computational science? 


Will computational science ever be a bone fide academic discipline  that will provide graduates possible academic careers? 


   


*********************************





Panel IV:  Digital Entertainment 





Moderator:	Diane Snyder, Sarnoff Corporation





Panelists:	Jeff Harris, former Director NRO, President of EOS at SpaceImaging Corp.


	Rob Legato, special effects Titanic (Oscar), Digital Domain


	Mr. Mike Gibbon, Sr. Vice President, IMAX Corp.


	Mr. Alan Brown, VP of Marketing, Cinebase Corp.


	Additional panelists will be drawn from:  Toy manufacturers and the Defense Research/Simulation Community





This panel will bring key leaders with proven track records as visionaries and “major players” in the development and use of digital technologies for US Entertainment Industry and Government (Defense). The panelists will illustrate  evolutionary crossover in the development of new digital technologies - key to at one time to defense - now spearheaded by Hollywood and being acquired by Defense instead of developed by Defense.  Historically, the entertainment industry adopted R&D advances coming from the USG and Defense Sector; today, the situation has shifted and the Defense Department – including Intelligence - is increasingly adopting technologies (R&D) developed within the Entertainment world to the point that a major defense contractor has spun out an entertainment company (Real 3-D). Simulators are one example among many where leading edge entertainment technology is sought after for critical training applications. This crossover is even apparent in the toy industry where microprocessors may find their way to GI Joe.





Some of the Questions Which Will Be Discussed


			


“When should Tax Dollars be used to develop technology which Entertainment will develop anyway?”


Foreign competition for parts of the entertainment sector are strong; 


 Does the Government consider Hollywood a viable source of new technology?


In times of enormous overruns in entertainment productions (Titanic); would Hollywood consider approaching Uncle Sam for funding?  Foreign sources?


Could we have fought the Gulf War if our boys had not been raised on video games?  Can we deter or fight the next war without military simulation and visualization on a par with leading edge entertainment?


What technology will 19-year old soldiers expect in 2005 military systems? What will they get?





***************************





Panel V:  Digital Libraries





Moderator:	Maya Gokhale, Sarnoff Corporation





Panelists:	Beth Driver, NIMA Digital Library Program


	Hal Stone, Fellow, NEC Research Institute


	Additional panelists will be drawn from:


	NSF Digital Libraries awardees and other digital library researchers such as 	the Illinois Digital Library 


	Project (http://anshar.grainger.uiuc.edu/), the Berkeley Digital Library 	Research


	(http://diva.eecs.berkeley.edu/~jpjacob/cs294/l10.html), and the Cornell 	Digital Library (http://moa.cit.cornell.edu/)


	Government Digital Library projects such as NASA Ames Imaging Library 	server, NASA Digital Library Technology


	(http://dlt.gsfc.nasa.gov/main.shtml), the Library of Congress Digital 	Library





A Digital Library is an electronic collection of text, images, audio, video, and graphics that is cataloged, indexed, and searchable. The digital library index and contents can be distributed to patrons all over the world over computer networks.  Creating and maintaining a true digital library can stress current capabilities of scanning devices, storage media, multimedia index and search computational facilities, and network bandwidth.





This panel will explore creation and capture, storage and management,  search and access, distribution, and  rights management.





Some of the Questions Which Will Be Discussed





What are the key research challenges in the creation and maintenance of digital libraries?


What large-scale applications of national interest are being pursued? 


What impact have digital libraries had on the commercial arena?


How can ownership and copyright issues be controlled in a digital library ?


Are the many digital library efforts complementary or competing?


What successes and failures have occurred so far?





****************************





Panel VI:  Coupled Multi-Physics: Mimicking Life





Moderator: 	Charbel Farhat, University of Colorado at Boulder





Panelists:	TBD





The predicted growth of computational power and network bandwidth suggests that computational modeling and experimentation will be one of the main tools in big science. For complex problems, computational modeling will shift from the single physical component design to the design of entire physical systems. Complete physical systems will have many components that have different shapes, obey different physical laws and manufacturing constraints, and interact with each other through varying geometric and physical interfaces. These multi-component based physical systems are called coupled multi-physics applications. Coupled multi-physics problems can be visualized as one physical system with many components involving a variety of physical phenomena, e.g., heat transfer, stresses and strains, material flows, and mechanical motion.





Use of multi-physics coupling, which has had significant impact at the national laboratories and is expected to have significant impact in industry, education, and training, will require the development of new algorithmic strategies and software.  The goal of this panel is to identify the issues that must be addressed to effectively harness multi-physics techniques for grand challenge applications. The panel will discuss the enabling theories and technologies needed to harness multi-physics simulations for specific applications. Panel members will include leading representatives from academia, industry, and the national laboratories.





Some of the Questions Which Will Be Discussed





The who, what, where, and how of current high performance approaches?


What are the foremost challenges for coupled multi-physics applications?


What are the future trends for computational requirements for multi-physics applications?


Is the tightly coupled or loosely coupled approach more efficacious?


Which approach renders better physics?


Which approach provides faster execution times?





***************************





Panel VII:  Selecting New Technologies for Commercialization





Moderator: 	Joanne L. Martin, IBM





Panelists:	Sun


	IBM


	Microsoft


	HP


		Harvard Business School





Researchers, in academic, government, and industrial settings, develop exciting technologies and spawn creative projects that define future worlds. Although it is clearly not the goal of all research projects, there is satisfaction that comes from seeing one's research  turn into commercial success. In this panel discussion, we will explore how companies determine which emerging technologies to develop and take to market.





Some of the Questions Which Will Be Discussed





What are the key factors in the determination of commercialization?  


How do technical capability versus market readiness play in the decision?


What is your process for examining new technologies?


How are new product ideas generated?


What would you like to see from researchers in terms of how they approach research, and how they think about the contexts for future products?


How do you avoid missing tomorrow's hot technology?


What is the record for established companies  expeditiously exploiting innovative ideas?


How does this compare to the “startup success rate?”





***************************





Panel VIII:  Exotic Applications of Today As Future Drivers of Architectures of Tomorrow





Moderator:	Valerie E. Taylor, Northwestern University





Panelists:	John W. Cobb, Oak Ridge National Laboratory


	Martha L. Escobar-Molano, University of South Florida


	TBD


	TBD	





Classically, the design of computer architectures and systems has continuously been driven by the current compute needs of applications. For example, the ENIAC was funded by the U. S. Army to compute artillery firing tables which were urgently needed at the time. Today, both the technology and the applications are changing at an ever increasing rate.  This panel presents  four applications, considered "exotic" by today's standards, whose needs are expected to drive the architectures of tomorrow.  The applications were chosen because they stress current architectures.  The panelists will present and  defend their application's needs and discuss their views of the relative  importance of these applications to high performance computing.  The four  applications are non-text databases, the spallation neutron source, personalized drug design and intelligent manufacturing.





Some of the Questions Which Will Be Discussed





What are the computational needs of the application, highlighting the inefficiencies of some existing processors?


What are the memory requirements and working set requirements?


What is the ratio of integer to floating point operations?


What are some difficulties with existing languages in expressing parallelism and/or computations?


What happens when you scale the problem?





****************************





Panel IX A:  Java Grande I:  Rationale Status and the Forum


Panel IX B:  Java Grande II:  Issues and Futures





Overview





This is a set of two linked panels, which will focus on the status, issues and futures of Java Grande and include a presentation of and public comment on the activities of the Java Grande forum. Grande applications are large-scale applications typical of HPCC, scientific and engineering computations, or distributed simulations. The goal of the Java Grande forum is to further community activities that will make Java a much better (and probably the best)  programming environment for Grande applications. The first three meetings of the Forum were March 1, May 9-10, and August 6-7 of 1998.  The Panels will consist of presentations from the community covering technologies, applications and studies relevant to Java Grande, which will set the scene and give possibly controversial position papers. The two Java Grande working groups will present their current findings and lead an open discussion. The public comments will be integrated into revised versions of the working group reports.





Background URL's:


<a href="http://www.npac.syr.edu /javagrande/index.html" >General Java Grande Resource</a>


<a href="http://math.nist.gov/javanumerics/" >Numerics in Java Grande"</a>





Java Grande I:  Rationale, Status and the Forum





Moderator: 	Geoffrey Fox, Syracuse University





This panel will present initial findings of the two Java Grande Forum working groups.  The first part of the panel (of about 50 minutes) will consist of 3 presentations which will define Java Grande and describe critical technologies, applications and performance studies of relevance to Java Grande.  Technologies include compilers and distributed computing infrastructure.  Applications include libraries and larger scale systems.  The final 40 minutes will present the results of the two forum working groups:  namely:  (1) Numerics and Libraries led by Roldan Pozo and Ron Boisvert of NIST.  (2) Applications and Systems (Parallel/Distributed Computing) led by Dennis Gannon (Indiana) and Denis Caromel (Inria).





Java Grande II:  Issues and Futures





Moderator: 	Siamak Hassanzadeh, Sun Microsystems





This session will start with four short presentations "experiences from Industry users" (NAG, VNI, MathWorks), views from the world community, and naysayers (Why Java Grande is doomed).  This 30-40 minute introduction will be followed by a debate of the two draft reports presented in previous panel. To encourage this, we will make the documents available on the web before the meeting. Audience comments will be incorporated into revised versions of the reports and will help set the agenda for future forum activities.





Some of the Questions Which Will Be Discussed





What is Java Grande and should we care?


Can we develop the industry support (in terms of quality tools and changes


in Java standards) to make Java a superior programming environment for Grande applications?


What are the changes in Java (if any) needed to realize the goal in 2) 


What are the key research issues and technologies underlying Java Grande


What application areas are particularly enabled/helped by Java Grande





***********************





Panel X:  Is Architecture Research Dead?





Moderator:	William Gropp, Argonne National Laboratory





Panelists:	TBD





Technology is advancing at an ever increasing rate, with the performance of individual workstations continuing to follow Moore's Law. Memory density, CPU clock speeds, and interconnection network bandwidths are all increasing. However, when we look at architectural techniques to use this technology at the supercomputing scale, it seems that very little in the way of novel or bottleneck-shattering ideas is appearing. Is this true, or is it simply a natural  pause while software and algorithms race to catch up? Are the expected edges of the technology curves (0.07 micron CMOS, DRAM access speeds that are almost stagnant, single electron RAM cells or minimal magnetic zone on disks, power limitations on high speed off chip interconnects) going to show up as limits in the supercomputing architectural design space also?  Are there unexplored or underexplored alternatives?





Some of the Questions Which Will Be Discussed





TBD





***********************





Panel XI:  Clusters and Extreme Linux





Moderator:	Pete Beckman, LANL





Panelists:	David Greenberg, Sandia National Laboratory


	Jon "Maddog" Hall, Digital Equipment Corporation


	Yutaka Ishikawa, Real World Computing Partnership, Japan


	Bill Saphir, National Energy Research Scientific Computing Center


		Thomas Sterling, Caltech/JPL





PC Clusters are the most important recent development in high performance computing. While the commercial world is increasingly dominated by NT, Linux has become the most popular operating system used in clusters of PCs for scientific and high performance computing (HPC). Cluster builders and Linux advocates from industry,  academia and government labs have recently joined forces to form the Extreme Linux society, a collaboration whose goal is to make Linux and software that runs on Linux more effective for HPC. 





Despite this collaboration, there remain a wide range of opinions on PC clusters, even on basic issues such as whether they will ever achieve or need to achieve the robustness of MPPs, what processor and networking technology is best, whether Linux is a transitionary technology before NT 5. 





Panelists will survey different areas of PC clustering technologies such as networking and communication software, cluster administration and management software and programming tools, and collectively will present an overview of the state of the art.  While the focus will be on Extreme Linux software, there will be at least one representative from the NT clustering community present a different perspective.





Some of the Questions Which Will Be Discussed





When will NT surpass Linux for HPC clusters?


Whom do you call when a Linux cluster breaks?


What cluster technology, if any, should be subject to export control?


What is the true cost of ownership?


The Linux kernel is successful because it is managed by one person.  How much standardization is appropriate for cluster software and how should standardization happen?


Will PC clusters kill off MPPs?





****************************





Panel XII: Using Performance Measures to Design Systems


                       


Moderator:  	Frederica Darema, NSF





Panelists:	Jim Browne, University of Texas at Austin


	Dan Reed, UIUC


	Joel Saltz, U. MD


	Fran Berman, UCSD


	Graham Nudd, U. of Warwick





This panel will overview efforts for enabling a new technology for modeling, measurement, analysis evaluation and prediction of the performance of complex computing and communications systems, and of the complex applications executing on such systems. The technology developed goes beyond our current capabilities of simply analyzing individual components.  The approaches discussed encompass methods for modeling system components at multiple levels of detail, and combining such descriptions into a performance analysis framework which will enable analysis of the entire system (as well as individual components) from the application level, to the underlying system software and hardware levels, and with respect to multiple perspectives. Such capabilities when integrated into the design and support process are expected to lead to substantial decrease in the development time and cost of advanced information systems, as well as lowering the cost of supporting such systems and optimizing their runtime performance.





************************





Panel XIII:  The 10 Past and the 10 Future Years of HPC





Moderator: 	Alfred E. Brenner, Institute for Defense Analyses





Panelists:	Gary Smaby, Smaby Group, Inc


	Larry Smarr, National Center for Supercomputing Applications


	Burton Smith, Tera Computer Company


	Steve Wallach, CenterPoint Ventures


	Tadashi Watanabe, NEC





The 10 years that have passed since Supercomputing '88 in Orlando have  seen enormous changes in the character of the machines and the tools to do high performance computation resulting in (peak) performance improvements of approximately 100. Government programs currently in place and industry plans project the same or greater gains in performance during the next decade. The Panel will characterize the important factors involved in these orders of magnitude gains and debate how and how well we will attain the goals during the next ten years.





Some of the Questions Which Will Be Discussed





What have been the critical changes that have occurred during the past 10 years that have brought us to the current state of high performance computing?


What will upper-end delivered machines look like ten years from now?


Where will the bottlenecks be ten years from now?


Ten years from now what will be the important research areas for yet further advances in high performance computing?


