Multi-Server Middle Tier

While for High Performance Computing

· We have multiple supercomputers in the backend -- one doing CFD simulation of airflow; another structural analysis while in more detail you have linear algebra servers (NetSolve); Optimization servers (NEOS); image processing filters(Khoros);databases (NCSA Biology workbench); visualization systems(AVS, CAVEs)

· One runs 10,000 separate programs to design a modern aircraft which must be scheduled and linked …..

· All linked to collaborative information systems in a sea of middle tier servers(as on following page) to support design, crisis management, multi-disciplinary research

What are General Capabilities in Gateway Tier?

· Seamless Interface -- an Enterprise Javabean which processes input from user’s Java Applet interface and maps user generic commands to those on specific machine

· Uses agents to determine optimal execution platform

· Accounting, Security, Compiling Interface, Seamless Tools Interface, global data and file system interface

· Resource management of heterogeneous MPP backend (linked to seamless interface)

· Database and Object Brokers; Network  servers like Netsolve

· Collaboration Servers including Habanero, Tango, Lotus Notes …

· Visualization Servers

· “Business Logic” to map user data view (e.g. objects) to persistent store (e.g. Oracle database) and simulation engine (MPP) preferred format

What Particular Programs could run in Gateway Tier?

· The 90% of users who only need HPCC occasionally

· Most of a Command and Control Application

· Several FMS and IMT Applications

· Some I/O Intensive applications

· High value services with modest computational needs e.g. grid generation and other pre-processing, data manipulation and other post-processing

· Video Servers for Training

· Design and Planning Tools

· “Glue” for Multidisciplinary Interactions

· Control of Metacomputing applications

· JINI Java Resource Registration and Discovery Service

