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This was an important meeting, which was cosponsored by the Java Grande forum and the Globus project and generously hosted by Argonne. Gregor von Laszewski from the Argonne Globus group and formerly your scribe’s star Ph.D. student at NPAC organized the event. This activity was identified by the Applications and Concurrency working group (led by Dennis Gannon) of the Java Grande forum as important. Here we called it a Java framework for computing. From a CORBA perspective, we are trying to agree on the properties and methods of distributed objects formed by either jobs or computing, network and information resources

Tom Haupt and your scribe attended this meeting from NPAC.

The essential goal is to agree on standards, which will enable desktop access to remote resources including, supercomputers, network of workstations, smart instruments, data silos, and other such computing and information resources. The idea is to agree on common interfaces to services and resources so that one can more easily use and mix together modules from different projects in the area. We brought together groups responsible for web interfaces to computing systems, metacomputing and more generally computing services. We did not have at the meeting any researchers from the performance engineering field (see XX and XX) which could use these standards which include agreed interfaces to find the properties of any backend resource. 

The goals of this first meeting were deliberately modest. We wished to bring enough interested parties together so that we could compare notes and see if there was enough interest to start a process that could lead to community standards being developed. There was surprising willingness to collaborate and we agreed to set up a team with an initial report and further meetings. These include a Birds of a Feather meeting at SC98 and another get-together following the Argonne Workshop format in late January 99. We need to ensure that all potentially interested parties are informed of this process and have the opportunity to participate.

Presentations at this first workshop fell into three categories:

1) Seamless Interfaces or web-based launching platforms

2) Judith Devaney from NIST on WebSubmit

3) Dietmar Erwin (Julich Supercomputer Center) and Dave Snelling (FECIT – Fujitsu European Center) on a major European project UNICORE.

4) Wayne Mastin from CEWES on the requirements of the CEWES MSRC

5) Ann Hodges from Sandia on DoE’s distance and distributed computing projects

6) Metacomputing and Distributed Computing Projects
7) Gregor von Laszewski on Globus

8) Tom Haupt from NPAC on WebFlow

9) Miron Livny from Wisconsin on Condor

10) Piyush Mehrotra from ICASE on Arcade

11) Dennis Gannon (on leave at NASA Ames) on the Information Power Grid (IPG)
Relevant Technologies

12) Mary Thompson (from LBL) on Akenti Security modules

a) The meeting should produce an excellent report and so we won’t go into detail here. As well as the presentations (which emphasized not projects themselves but common interface issues), there were three working groups

b) Computer Science architecture led by Dennis Gannon and including Tom Haupt from NPAC

c) Application Architecture led by Piyush Mehrotra with your scribe as a back seat quarterback

13) An exemplar detailed topic: Security led by Gregor von Laszewski 
Goals of Meeting were stated ahead of time as:

a) collect the most recent information about the status of current projects accessing remote resources, 

b) derive a strategy on how remote access to resources can be supported, and 

c) bring the research community in this area together to initiate dialog and collaboration. 

We like to emphasize that this is a working meeting. We are looking for participants, who can contribute to a potential solution. Thus, focus of the meeting will be working groups to develop actively solutions to the problems stated. We would like to collect a minimal set of requirements that should be supported in order to make such remote access possible and useful from Java. We would like to design a simple architecture and provide a set of classes enabling access to remote compute resources and data services. Such a set of classes should be reusable by a variety of project groups. Guidelines to derive a first prototype should be set. The development of a Java Framework can also be applied to facilitate the use of CORBA and to derive, for example, a C++ library.

We list the following issues, which we would like to address in the workshop and follow-up discussions. The list is not intended to be a complete classification, but to remind us of some important issues: 

Information service to represent data and compute objects 

a) Properties of a computer and data resources,

· Information discovery

· Agent interface issues 

· Compute resources 

b) Databases 

· Interfaces 

· Interface to schedulers, queues on compute resources….

· Interfaces to other services 

User Related Issues 

a) Security and authentication 

· Job submission (including compilation, execution, and cancellation) 

· Job submission language 

b) Job monitoring 

c) Access to data servers 

d) Information discovery for users 

e) Client side tool interfaces 

f) Debuggers, performance visualization, collaboration, visualization in general 

Administration of remote resources 

a) Compute resources 

· Who uses it? 

· Supercomputers 

· Status of the queues 

b) Monitoring of user activities 

· Accounting 

· User 

c) System 

d) Scheduling Policies 

· Reservation 

e) History Information about usage 

f) Interpretation of history related data 

Technical Aspects 

a) Operating System? NT, Unix, etc. 

· Compilers and Libraries 

· C/C++ compiler

b) Java language --  Class, Jar, and Zip file

c) Dynamic properties 

· Libraries 

· Which security library? 

