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1. Summary

In our pilot project, conducted in summer/fall 1998, we addressed the management software for the Sandia Commodity Cluster (C-Plant) architecture. We analyzed the C-Plant software requirements, and  we constructed prototype components, running on a trial commodity cluster constructed at NPAC and described in our pilot project final report available at http://tapetus.npac.syr.edu/iwt98/pm/documents/sandia/pilot-report-sc98.doc. We also outlined there a systematic next phase implementation of a cluster management system for C-Plant, based on our Pragmatic Object Web (POW) concepts and technologies.  Our POW work is discussed in recent papers [2] collected at http://iwt.npac.syr.edu/documents and is now being summarized in our Wiley book in progress on Building Distributed Systems on the Pragmatic Object Web – The Best of Java, CORBA, COM and XML [1].
We propose here and specify in more detail the implementation of such a POW based cluster environment. Our project has three major elements spelt out in the following sections. These components are the core infrastructure, a suite of test applications and support for interoperability with other Sandia Systems. We hope Sandia can critique our draft proposal and then we will refine it and include specific deliverables and timelines. The effort has been designed to be at the level of $250K for a year (or nine months running from Jan 1,99 to Sept 30,99). Our software will be developed in our little test system at NPAC but we hope you would wish to host it on your machines at Sandia. This will allow larger scale applications and serious testing that our ideas scale appropriately and indeed are important for your mission.

2. Core Infrastructure

Pragmatic Object Web is our approach towards object based distributed computing that scales from the desktop to commodity clusters to world-wide metacomputers and integrates distributed object models of CORBA, Java, COM and XML. The overall architecture is given by a 3-or-more-tier model with Web browser or other Commodity container front-ends, specialized backends (such as databases of HPC simulation modules) and a high functionality middleware that offers powerful control capabilities for advanced distributed applications. In our proposed model, such middleware is enabled by our JWORB (Java Web Object Request Broker) architecture, given by a multi-protocol network server written in Java that is capable to support various distributed object models. Current JWORB, as used in the Sandia pilot project prototype, supports HTTP, IIOP and XML and hence it can act as a Web or Java server, a CORBA broker, client or server, and an XML translation or transformation agent. We are currently extending JWORB by the ORPC protocol, which will enable support for Microsoft DCOM. 

A POW based cluster is given by a mesh of JWORB servers, running in the individual nodes and supporting suitable distributed computing services and frameworks or facilities. In the pilot project, we prototyped a few such services in support for cluster management such as fat tree and token ring based heartbeat algorithms that dynamically detect faulty nodes and notify suitable task relocation services. In other recent projects, supported by DoD HPC Modernization Program, we developed another powerful POW service of relevance for cluster management: Object Web RTI (Run-Time Infrastructure) [4], i.e. JWORB based implementation of DMSO RTI which forms the software bus of DMSO HLA (High Level Architecture). HLA is a DoD-wide standard, mandated for all Modeling and Simulation systems and to be strictly enforced by Year 2001, it is already an IEEE standard maintained by SISO (Simulation Interoperability Standards Organization) and is currently being proposed by DMSO to OMG as CORBA Simulation Facility. Our OWRTI (Object Web RTI) is the first non-DMSO implementation of the full RTI 1.3 specification. It is to be certified by DMSO as part of an ongoing FMS (Forces Modeling and Simulation) CHSSI (DoD’s “grand challenge” software development process) project. This develops a high performance RTI (on top of a Time Warp event driven simulation-based system SPEEDES by NASA JPL/Metron) and uses our OWRTI as a reference implementation.
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HLA/RTI can be viewed as a high level distributed operating environment which draws from the experience of but is also applicable beyond the orthodox DoD Modeling and Simulation domain and is in fact naturally adaptable and extensible towards general purpose cluster and metacomputing management. As part of this proposed phase 2 project, we will adopt our Object Web RTI service on top of JWORB to act as a powerful and sophisticated cluster management service for the scalable C-Plant architecture. We use the HLA language with a possibly hierarchically defined federation formed as a set of base federates. Federates could be as “small” as a single processor or they could be a parallel simulation running on set of “thin C-Plant” clients managed by a single JWORB server. Federations can be grouped together to form more complex federations.

Thus, we propose mapping individual cluster nodes onto Federates of a Core (system-level) Cluster Federation. Then one specifies a Cluster FOM (Federation Object Model) to be shared and used for distributed object based system-level communication (e.g. to support heartbeat, failover, checkpointing etc.) by all participating federates (i.e. all cluster nodes). On top of such system-level cluster management federation, a user level API will be offered that will enable mapping user provided node programs onto user-level federates and mapping distributed applications onto user-level federations.
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By embedding DMSO RTI in our POW implementation framework, we can offer natural Web interfaces and extensions. For example, HLA object attributes are typeless and given simply by low-level variable size byte arrays. This facilitates interoperability across various specific message and event formats but it requires custom application-level attribute marshalling. In OWRTI, we provide both the high performance marshalling support given by CORBA CDR, and the high functionality support given by the XML based wire format for the FOM attributes. Hence, all intermediate states of a distributed application (represented by synchronized snapshots of all distributed object attribute values and of all distributed event queues) can be represented in XML. To this extent, they can be dynamically saved, restored, logged, and played back. in terms of suitable RTI services on top of XML based transparent persistency layer, currently under development by the Web community.

The proposed system will offer leading edge, powerful and sophisticated cluster management services, including the following capabilities:

· Commodity commercially supportable Object Base – provided by the integrated suite of distributed object models of Java, CORBA, COM, XML and HLA.

· Multi-Language Support – provided by CORBA, COM and HLA.

· Interoperability – enforced by HLA, which is carefully designed to enable federations of heterogeneous, federates based on various time and data management paradigms.

· Scalability – assured by Data Distribution Management of RTI that uses publish/subscribe interconnect model to build optimized multicast communication channels.

· Transparent Persistence – supported by XML that rapidly evolves towards a universal middleware data model, transparent across relational databases, object bases and flat file systems.

· High Availability – to be constructed as part of this project in terms of heartbeat and failover functionality of the Core Cluster FOM, discussed above.

· High Performance – to be provided by dedicated HPC modules, wrapped as POW services in our hybrid multi-tier approach HPcc described and illustrated by earlier work.

· Plug-and-Play – supported by the integrated suite of componentware models of Java, CORBA, COM, XML and HLA.

· Security – to be provided by the general CORBA security framework, enabled via JWORB implementation of CORBA Security Interceptor interfaces. Such generic approach supports natural linkage with dedicated DoE systems such as Akenti, with commercial products such as Secure Orbix, while it also stays open for C-Plant specific security development if required within this project.

· Visual Authoring – will be supported by our visual graph composition based authoring environment WebFlow [3], already bundled with JWORB as a high-level metacomputing facility.

3. Application Test Cases

On top of the POW based Cluster Management Infrastructure described above, we will implement three selected non-trivial application test cases, chosen to represent important distinct computational and communication topologies:

· Data parallel application  - to be specified by Sandia, or aligned with some of our planned projects in the area of CFD or signal processing. Testing will include comparing MPI with RTI communication models, failover support via mesh adaptation, parallel I/O support via RTI federation save/restore services.

· Parameter Study, for embarrassingly or naturally parallel application such as Monte Carlo. Testing will include failover support via task relocation, interactive Web interfaces for navigating parameter spaces, database and metadata support for parameter configuration management.

· Irregular application – to be specified by Sandia or aligned with our ongoing work for DoD on Forces Modeling and Simulation, exemplified by the Parallel CMS (Comprehensive Minefield Simulation) demo at Supercomputing ’98. Testing will include failover support via simulation object mobility, support for dynamic load balancing experiments with hardware vs. software multicasting modes, integration of cluster based distributed and HPC  (Origin2000) based distance-computing modules. The work at Sandia of Vic Holmes could naturally fit here as an example linking simulations and databases. Note that there is growing interest within DoD in SBA or simulation based acquisition with extensions of HLA under investigation. This could be synergistic with Sandia’s manufacturing and engineering emphasis. So an application of this type is attractive.

4.  Interoperability with Sandia Systems

Most of the core infrastructure components discussed in Chapter 2 are already operational at the prototype level. Therefore, while completing and stabilizing our prototype POW components, we will be able, already in the early stage of the proposed project, to initiate application development and to explore interoperability with related Sandia systems. In particular, we intend to develop bridge between our POW based commodity cluster infrastructure and Sandia CORBA infrastructure given by the PRE Environment. Since both POW and PRE and CORBA based, one will be able to establish immediate interoperability at the level of CORBA interfaces. Additionally, our POW model can add value to the PRE design, based on early Object Web technologies. For example, the MIME based data interchange format of PRE can be naturally augmented by XML support in POW. Further COM support to be offered soon by JWORB can be naturally added for NT based PRE applications. Finally RTI support for advanced distributed applications can naturally augment current PRE support for simpler distributed topologies such as data format filtering, task farming, parameter studies etc.
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Figure 1: Overall Architecture of DMSO RTI. Federates (i.e. components or node programs) that form a federation (i.e. distributed application) communicate via the common software bus given by a set of management services. OW RTI implements all these services as CORBA Java objects managed by JWORB. 





Figure 2: Overall Architecture of Pragmatic Object Web as described in our Wiley ’99 book in progress. HLA acts as a metacomputing management system and it offers  interoperability between various distributed object domains, using JWORB support for multiple protocols and XML support for universal data marshalling, parsing and transparent persistence.
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